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ABSTRACT

ChatGPT has emerged as a promising advanced large language model that needs prompt to
gain information. However, designing a good prompt is not an easy task for many end-users.
Therefore, this study intends to determine the amount of information gained because of varied
amounts of information in the prompt. This study used two types of prompts, initial and
improved, to query the introduction sections of 327 highly cited articles on traffic safety. The
queried introduction sections were then matched with the corresponding human-written
introduction sections from the same articles. Similarity tests and text network analysis were used
to understand the level of similarities and the content of ChatGPT-generated and human-written
introductions. The findings indicate the improved prompts, which have the addition of generic
persona and information about the citations and references, changed the ChatGPT's output
insignificantly. While the perfect similar contents are supposed to have a 1.0 similarity score, the
initial and improved prompt's introduction materials have average similarity scores of 0.5387 and
0.5567, respectively. Further, the content analysis revealed that themes such as statistics, trends,
safety measures, and safety technologies are more likely to have high similarity scores,
irrespective of the amount of information provided in the prompt. On the other hand, themes
such as human behavior, policy and regulations, public perception, and emerging technologies
require a detailed level of information in their prompt to produce materials that are close to
human-written materials. The prompt engineers can use the findings to evaluate their outputs
and improve their prompting skills.
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1 Introduction

The use of Artificial Intelligence (AI) has continuously increased and penetrated various
sectors that involve human interactions, operations, and well-being. Al has aided in acceler-
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ating technological advancement, creation, and simplification of jobs, and even simplifying
some of the basic human tasks. Good examples of common day-to-day use of Al are
through voice control devices like Siri, Google Assistant, and Amazon Alexa, as well as the
use of smartwatches and smartphones to monitor and track various activities such as fitness
and health data.

The extensive use and advancement of Al have seen a tremendous surge, particularly in
language modeling. Recently, OpenAl launched an interactive online chatbot (ChatGPT) that
generates responses based on the prompt provided by the user (Liu et al., 2023; Noever &
McKee, 2023a; Perlman, 2022). This advancement is enabled by a Generative Pre-trained
Transformer (GPT) trained using a dataset of over 570 GB of text data with 175 billion pa-
rameters (OpenAl, 2020). Due to the vast amount of training data used, ChatGPT can per-
form several human tasks, which led to gaining attention and popularity in various fields, in-
cluding engineering, law, medicine, computer engineering, and education (Bommarito &
Katz, 2022; Perlman, 2022)

ChatGPT interacts with a user through a prompt. The prompt is a textual message or state-
ment the user provides to initiate a conversation or a specific question (Schmid, 2023). The
prompt can be in the form of a sentence or a phrase and can be as simple or complex as the
user desires. For example, a user may enter the prompt, "Can you tell me what the weather
will be like tomorrow?" or "Describe the severe weather event in the United States in 2020".
Furthermore, the prompts used in ChatGPT are diverse and can cover a wide range of topics,
from simple queries to complex statements. The system uses advanced natural language
processing techniques to analyze and understand the meaning of the prompt and generate
an appropriate response, whether that response is informative, supportive, or entertaining.

With the variety of ways of preparing prompts to retrieve information from ChatGPT, the
question arises on to what extent does altering the inputs in the prompts changes the out-
put. Specifically, how the inclusion of persona affects the retrieved information from ChatG-
PT. The examination of the impacts of the changes in the prompt input is necessary to un-
derstand the variation of the information one person can obtain compared to another per-
son, if they use slightly different prompts. To examine such changes is relatively difficult as it
requires the ground truth information to compare with ChatGPT output. Thus, this study uti-
lized the published introduction sections of the research papers as the ground truth data
and varied prompts to obtain different outputs from ChatGPT. The next section of the paper
presents the related works followed by the methodology. The results and discussion are then
presented, followed by the conclusion and study limitations.

2 Related Work

ChatGPT has emerged as one of the promising Al tools for various tasks in research, a-
cademia, and day-to-day purposes. In academia, various researchers have examined its capa-
bilities to pass various exams (Chalkidis, 2023; Newton & Xiromeriti, 2023). Several re-
searchers have evaluated its ability to interpret some difficult scenarios that could otherwise
take large efforts. Such attempts include legal services, traffic safety, drug discovery and
medical procedures, among others (Chalkidis, 2023; Sharma & Thakur, 2023; Zheng et al,
2023)

The application of ChatGPT in scientific writing has gained the interest of various stake-
holders (Gao et al., 2022; Macdonald et al., 2023; Newton & Xiromeriti, 2023; Zheng & Zhan,
2023). Evidently, Al is changing the way we approach scientific writing. Recently, there has
been growing interest in the role of ChatGPT in scientific writing. This interest can be at-
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tributed to the rapid advancements in Al and its potential applications in various academic
fields. Zheng & Zhan (2023) studied this topic, highlighting the challenges and ethical dilem-
mas that researchers might face when using ChatGPT for academic purposes. They empha-
sized the importance of understanding the underlying mechanisms of ChatGPT and the po-
tential biases it might introduce into scientific content. Their insights are crucial for the cur-
rent study as we also aim to understand how effective ChatGPT is in generating scientific
content. On a similar note, Dashti et al. (2023) conducted a comprehensive study on the reli-
ability of Al tools, specifically focusing on ChatGPT, in the realm of scientific writing. Their re-
search revealed that while Al tools like ChatGPT have the potential to revolutionize scientific
writing by automating certain tasks, they are not without flaws. The generated content, al-
though coherent, might lack the depth and reason of human-written content. Hence, their
findings suggest that while these tools can be instrumental in aiding researchers, they should
be used with caution and with a clear understanding of their limitations.

The quality of abstracts generated by ChatGPT has also been a topic of discussion. Gao et
al. (2023) compared abstracts produced by ChatGPT with real ones. They found that ChatGPT
can create clear abstracts, but they might lack depth. This finding is crucial for our research
as we also use machine learning to assess ChatGPT's content.

The style of writing in academic papers is not just a matter of formality; it plays a pivotal
role in conveying complex ideas clearly and effectively. Lu et al. (2019) investigated the na-
ture of linguistic complexity in scientific writing and its subsequent influence on how a paper
is received by its audience. Their findings underscored that the manner in which information
is presented can significantly affect comprehension, engagement, and the overall impact of a
paper. For instance, a well-structured and clearly written paper can facilitate better under-
standing, even for readers who might not be experts in the specific field. On the other hand,
overly complex or convoluted writing can alienate readers, potentially obscuring the core
message of the research. This balance between clarity and depth is crucial in ensuring that a
paper reaches and resonates with its intended audience. In the context of the current study,
in capabilities of ChatGPT in generating scientific content, understanding the benchmarks of
good academic writing is paramount. If ChatGPT is to be utilized as a tool for academic writ-
ing, it's essential to ensure that its outputs align with the established standards of clarity, co-
herence, and complexity that studies like that of Lu et al. (2019) have highlighted.

Other studies, like those by Ali & Djalilian (2023), have also highlighted the potential and
pitfalls of using ChatGPT in scientific writing. They emphasize the need for caution and the
ethical considerations that come with using Al tools in academia. There's also concern about
Al tools generating misleading scientific papers. Mdgjovsky et al. (2023) explored this, show-
ing the risks of relying too heavily on Al for scientific research. The ethics of using Al in aca-
demic writing is a concern in scientific writing topics. Balat & Bahsi (2023) discussed whether
Al tools, no matter how advanced, should be credited as authors. They believe that these
tools can't be held accountable for what they write.

The success of the response generated by ChatGPT depends on the quality and clarity of
the prompt input by the user (McCue, 2023). Thus, the basic prompt should be clear, rele-
vant, complete, and concise (Slater, 2023). This is to say the information provided to ChatGPT
should be relevant to the chatbot's domain or area of expertise and contains enough infor-
mation for ChatGPT to understand the user's intention. Further, it should be concise, mean-
ing it should not be too long or wordy as it may be difficult for ChatGPT to understand, and
it should be courteous and use appropriate language (Cooper, 2023; Schmid, 2023; Slater,
2023). Researchers agree that a well-drafted prompt results in better and more relevant re-
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sults from ChatGPT. To improve prompt results, the context of the information sought is im-
portant. Such context may involve the use of persona, which is impersonating a certain per-
son who is well familiar with the topic of interest (Kocaballi, 2023; Noever & McKee, 2023b;
Probert, 2023). Adding a persona intends to improve results through personalization, better
targeting, and improved efficiency (Probert, 2023).

Although various studies have utilized prompts and hypothesize that a well-drafted
prompt produces a better output from ChatGPT, no scientific or statistical evidence has been
provided. For instance, it is unknown to what extent the ChatGPT outputs improve with
adding the persona. Further, creating a well-drafted prompt requires more words, which is a-
gainst one of the basic principles of the prompts : they should not be too long and wordy.
Thus, this study intends to explore the extent to which a well-drafted prompt improves the
information obtained from ChatGPT. Further, the study explores not only the statistical evi-
dence but also the content of the text resulting from the varying levels of prompt descrip-
tions. In this context, the text obtained through varying inputs in the prompt is compared to
the human-written texts on the same topic. The results of this study will provide valuable in-
sights into the capabilities of the ChatGPT's prompts in retrieving information given varying
levels of inputs. The study will have important implications for the future of scientific writing
and the integration of Al in academic research and public use.

The rest of the paper is organized as follows. The next section of the paper presents the
methodology, which outlines the data description and the analytical methods used in the
study. This section is followed by the results and discussion section, where the study findings
are presented and analyzed in detail. Finally, the conclusion section provides a summary of
the key findings, along with recommendations for future research is presented.

3 Methodology

As described earlier, this study intends to explore whether prompt clarity improves the
ChatGPT's content by providing materials as close as human-written materials. In addition,
the study intends to understand the contents of the ChatGPT materials resulting from differ-
ent prompts. To do so, the similarity score analysis and content analysis are applied. This
section presents the methodology, divided into two main sections: data description and ana-
lytical methods. The analytical methods include document similarity analysis, which evaluates
how similar the documents are, and text network analysis, which describes the documents'
content.

3.1 Data Acquisition

In this study, the authors utilized the introduction section of published papers as the com-
parison data to the ChatGPT data. Although some of the previous studies have utilized ab-
stracts to evaluate the capabilities of ChatGPT (Gao et al., 2022; Kutela, Msechu, Das, et al.,
2023; Macdonald et al., 2023), authors hypothesized that it is comparatively easy even for a
person to prepare an introduction than abstract given a heading or title of the paper. Thus,
the introduction sections were utilized in this study.

The authors used papers focused on traffic safety published in various journals. The papers
were retrieved from the Web of Science database (Clarivate, 2023) using the keywords "traf-
fic safety”, "traffic crash", "transportation safety", "vehicle accident", and "traffic accident" in
the abstracts. These keywords were based on the authors' understanding of the keywords
used in the traffic safety studies since authors are experienced researchers in the traffic safe-
ty field. The papers were ranked based on the number of citations, whereby only papers with
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a minimum of 30 citations were included for further analysis.

The paper's title was used to create the ChatGPT-generated text. Two prompts, the initial
prompt and the improved prompt, were prepared. The key difference between the two
prompts is that the initial prompt had basic information, while the improved prompt had an
additional description of generic persona and the information for citations, references, and
statistics. The initial prompt reads as follows.

I want you to develop an introduction section of a manuscript for publication. I will
give you a number of titles then I want you to give me the introduction section of the
paper. The first title is "Title of the paper".

On the other hand, the improved prompt reads as follows.

I want you to develop an introduction section of a manuscript for publication. I will
give you a number of titles then I want you to give me the introduction section of the
paper. You need to adopt a persona of a highly skilled writer in traffic safety. In your
writeup, include the actual citations, actual references, and actual traffic safety statis-
tics. The first title is "Title of the paper".

The ChatGPT-generated introduction s were established by using the 327 original
manuscript titles as inputs. These titles were provided to the ChatGPT prompt. To evaluate
the output of the ChatGPT-generated introductions, each was paired with its human-written
equivalent in an Excel spreadsheet for a comprehensive analysis.

3.2 Analytical Methods

This section presents a discussion of the analytical methods. Two approaches are present-
ed: document similarity analysis and text network analysis. The document similarity analysis
presents the similarities between the human written and ChatGPT-based materials whereby
the two levels of prompts are assessed against the human written materials and across
themselves. On the other hand, the text network analysis uses keywords and pairs of co-oc-
curred keywords to show the differences in the content of the materials.

3.2.1 Document Similarity Analysis

Document similarity analysis is a widely used methodology for measuring the degree of
similarity between different documents. Typically, researchers and the general public alike as-
sume that documents are similar if they exhibit semantic closeness and share similar con-
cepts or themes.

The present study focuses on the evaluation of document similarity analysis by examining
the degree of similarity between the introduction sections of the paper generated by ChatG-
PT and compared to those written by a human. Specifically, the bag-of-words representation
is applied to compute the similarity between two documents using the Cosine similarity with
Latent Semantic Analysis (LSA) approach. The similarity score between the human-written in-
troduction section and the ChatGPT-generated introduction is computed using Cosine simi-
larity score (Han et al., 2012; Lahitani et al., 2016) presented in Equation 1.

docq doc;

Similarity (docy, docy) = CosO = 1)

|docy||docs|
Whereby doc; is the human-written introduction of the paper and doc, is the ChatG-
PT-generated introduction of the same paper.
To perform cosine similarity, the score of the documents are first converted to a vectorized
form of representation (Lahitani et al., 2016). The vectors are then used to determine the co-
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sine relationship between them using statistical packages such as text2vec (Selivanov, 2022).
If the cosine score between the two vectors is 1 or closer, the documents are said to be simi-
lar, otherwise dissimilar (Han et al., 2012; Lahitani et al., 2016; Zach, 2020). Thus, if the two
documents generated by adding a general persona in the prompt differ significantly, the im-
plication is that the prompt used to create the document has influenced the outcome. The
vise versa is true if the documents do not differ significantly.
3.2.2 Text Network Analysis

Text Network Analysis (TNA) has proven to be a valuable tool in a wide range of fields, in-
cluding literature and linguistics (Hunter, 2014) and traffic safety and operations (Kutela, Das,
et al, 2021; Kutela, Kadeha, Magehema, et al., 2023; Kutela & Teng, 2021) among others. By
utilizing nodes and edges, TNA can establish relationships between keywords within a given
corpus, resulting in a network representation of the underlying structure (see Figure 1).
TNA's greatest strength is its ability to visually represent the relationships among keywords,
providing a clear and intuitive view of the connections between various elements (Jiang et al.
, 2020; B. Kutela et al., 2021; Boniphace Kutela et al., 2021; Paranyushkin, 2011). In a TNA net-
work, the size of the nodes corresponds to the frequency of the keywords within the corpus,
while the size of the edges represents the degree of co-occurrence between them.

Figure 1 A skeleton of the text network

In the TNA analysis process, several critical steps are involved. The first step is data nor-
malization, where the raw unstructured data is converted into structured data, and all sym-
bols are removed while converting all text to lowercase (Kutela, Magehema, et al., 2022;
Kutela, Novat, et al., 2022; Paranyushkin, 2011). The normalized data is then used to create a
matrix of keywords with their corresponding frequencies of occurrence. The matrix is then vi-
sualized as a network of nodes, with the size of each node representing the frequency of the
corresponding keyword. Comparative analysis is performed using various metrics, with this
study utilizing document and collocated frequency to compare the introductions generated
by humans and ChatGPT. Document frequency indicates the number of documents that con-
tain a particular keyword, while keyword frequency measures how many times the keyword
appears in a document (Kutela, Msechu, Kidando, et al., 2023; Kutela, Oscar, Kidando, et al.,
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2023). Collocation frequency determines the number of times keywords appear next to each
other and provides a deeper insight into the relationships between keywords. The collocation
of keywords in a text network plays a significant role in forming text clusters or communities
of keywords, representing a group of keywords clustered together in the network (Kutela,
Combs, et al,, 2022; Kutela, Kitali, et al., 2022; Paranyushkin, 2011). A text network may have
multiple communities (see Figure 1), with each community consisting of closely related and
strongly connected keywords (Kutela, Dzinyela, Haule, et al., 2023).

4 Descriptive Summary of the Data

The basis for comparing the data is needed to explore the capability of the ChatGPT
prompt. Initially, a list of 525 papers was retried from the Web of Science database. The titles
of the papers were then checked, and 102 papers that were not about traffic safety were re-
moved. Also, 96 papers from journals that were not accessible through the authors' library
were taken out. Finally, 327 papers from 102 journals were selected for further study, with
the majority coming from the Journal of Accident Analysis and Prevention, the Journal of
Safety Research, and Analytic Methods in Accident Research as indicated in Figure 2. In addi-
tion to the papers presented in Figure 2, other 75 papers were from 75 different journals.
Additionally, Figure 3 presents the distribution of published papers by years. It can be ob-
served that most of the papers used in this study were published in 2019 and 2020, while the
oldest paper was published in 1995.

Figure 2 Distribution of the number of papers per journal
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Figure 3 Distribution of the number of papers by years

5 Results and Discussions

This section presents the results and discussion of this study. It covers the similarity scores,
which show the magnitude of similarities between human-written and ChatGPT-generated
materials and the text network results that depict the content of the materials.

5.1 Similarity Scores Results

Table 1 presents the similarity score results for the three comparisons: improved prompt
against human written, initial prompt against human written, and improved prompt against
the initial prompt. The similarity scores range from 0.0633 to 0.9638, with an average score
of 0.5567 for improved prompt vs. human written, 0.5387 for initial prompt vs. human writ-
ten, and 0.8158 for improved prompt vs. initial prompt. The similarity average scores result
from comparing prompt-generated introductions to human-written introductions suggests
both improved and initial prompts average similarity scores (0.5567, 0.5387, respectively)
have low similarity to human-written texts. However, the gain of similarity score, about 2%, is
relatively small. When comparing the improved and initial prompts, the improved prompt
produced more similar text, with an average similarity score of 0.8158. This suggests that the
level of information in the prompt had no significant impact on the output generated by
ChatGPT. Thus, to obtain more improved similarities scores, users may utilize specific per-
sonas.

Table 1 Similarity score statistics

Similarity Score Statistics

Comparison
Minimum 1% Quartile Median Mean 3™ Quartile Maximum

Improved prompt vs. Human written 0.0040 0.3914 0.5910 0.5567 0.7523 0.9638
Initial prompt vs. Human written 0.0633 0.3816 0.5605 0.5387 0.7286 0.9784
Improved prompt vs. Initial prompt 0.0005 0.7874 0.8678 0.8158 0.9287 0.9905
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Overall, the similarity score statistics provide insight into the effectiveness of using ChatG-
PT to generate text in response to prompts. The methodology and findings of this study can
be used to inform future research on optimizing the use of Al language models in various
fields. It is worth noting that while the use of the initial prompt may result in lower similarity
scores, it still has its value in certain contexts. The initial prompt may be appropriate when
the goal is to obtain a more diverse range of responses or to encourage the model to gener-
ate more creative or unexpected outputs. In addition, the initial prompt may be more useful
in cases where the available information is limited or where the user is uncertain about the
exact phrasing or structure of the prompt. Therefore, the decision to use the initial/weak
prompt should be based on the specific goals and requirements of the task and should not
be dismissed outright as inferior to the improved prompt.

5.2 Text Networks Results

This section presents the text network results for human-generated introductions and
ChatGPT-generated introductions.

5.2.1 Text Network of the Titles

The text in Figure 4 displays networks comparing the ChatGPT-generated introductions
with high and low similarity scores for both improved and initial prompts. These networks
exhibit clusters of nodes with high connectivity based on the words they contain. Figure 4
(a) shows the network for improved prompt and high similarity score, with the keyword
traffic at the center, and has dense edges with nodes such as accidents, road, crash, injuries,
and risk. The clusters are related to Bayesian modeling and its parameters.

In contrast, Figure 4(b) displays the network for improved prompt and low similarity score,
with clusters centered on traffic and parameters. The traffic cluster nodes are crashes, ap-
proach, severity, road, safety, and aim, while the parameter clusters are related to Bayesian
modeling and its various components. For the initial prompt and high similarity score net
work (Figure 4(c)), traffic is still the center, but other larger nodes, such as crashes, road,
severity, factors, and vehicle, have dense edges with the traffic node. The cluster is related to
Bayesian modeling and its parameters. Lastly, Figure 4(d) presents the network for initial
prompt and low similarity score, with dense nodes on traffic, analysis, data, severity, road,
and crash. It also has smaller clusters related to Bayesian modeling and its parameters. How-
ever, the overall connectivity is less compared to the other networks.

Overall, the text networks in Figure 4 demonstrate that the clusters of nodes in ChatG-
PT-generated introductions are highly dependent on the strength and similarity of the
prompt. Both improved prompts and high similarity scores and initial prompts and low simi-
larity scores result in diverse and less cohesive clusters.

Table 2 provides a comparison of high similarity scores and low similarity scores between
the improved prompt and the initial prompt. The feature, frequency, and document frequen-
cy of each prompt are presented in the table. The high similarity scores suggest that there
are several common features that are likely to result in a similar output, regardless of the lev-
el of information provided in the prompt. For instance, the features traffic, crash, accident,
road, severe, and use are highly frequent in both the improved and initial prompts and have
a high document frequency as well. Other common features include analysis, driver, model,
safety, risk, and study, which are found in both prompts with a high frequency and document
frequency. These similarities indicate that certain features are likely to produce consistent
output from the Al language model, regardless of the level of detail provided in the prompt.
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prompt prompt

prompt prompt

Figure 4 The text network of the titles

Table 2 Comparison of high similarity scores and low similarity scores between the im-
proved prompt and the initial prompt

High Similarity Scores Low Similarity Scores
Improved prompt Initial prompt Improved prompt Initial prompt
feature freq docfreq feature freq docfreq feature freq docfreq feature freq docfreq
traffic 98 94  traffic 96 92 traffic 63 63 traffic 65 65
crash 85 82 crash 88 85 crash 53 53 crash 50 50
accident 54 53 accident 52 51 accident 35 35 accident 37 37
road 43 42  road 42 41 road 30 28 injuries 32 32
sever 37 37 sever 32 32 injuries 28 28 sever 32 32
use 37 36 use 32 32 sever 27 27 road 31 29
injuries 33 33  model 34 31  model 28 26  analysis 26 26
analysis 33 33 analysis 30 30 analysis 23 23  model 26 25
driver 33 31  driver 30 29 use 17 17  use 22 21
model 32 30 injuries 29 29  vehicle 16 16  vehicle 21 21
safeties 27 26  safeties 23 23 data 14 14 risk 15 15
risk 25 25  risk 23 23  risk 13 13  driver 16 14
factor 23 23 data 24 22  driver 13 12 approach 14 14
studies 23 23  studies 22 22  approach 12 12 safeties 15 13
data 23 21 factor 21 21 studies 12 11 pedestrian 13 13
effect 21 21  effect 20 20 predict 11 11 data 13 13
drive 23 20 drive 22 19 pedestrian 11 11 factor 13 13
predict 14 14 predict 15 15  factor 11 11 studies 13 12
fatal 14 14 bayesian 12 12 safeties 11 10  predict 10 10
behavior 13 13  young 12 12 spatial 8 8 fatal 10 10

Note: Docfreq= document frequency
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The high similarity scores in the table suggest that the improved and initial prompts are
generating similar results, particularly when it comes to the frequency and document fre-
quency of certain terms. Both prompts produced the same top five most frequent terms
(traffic, crash, accident, road, and severe), indicating that the prompts are generally effective
at extracting the most relevant information. Additionally, both prompts have similar frequen-
cies for terms related to driver behavior and risk factors, indicating that these themes are
salient in the introduction sections of highly cited articles on traffic safety.

However, it is important to note that the initial prompt generated lower frequencies for
some of the terms compared to the improved prompt, such as injury, analysis, and model.
This could suggest that the improved prompt being well drafted, can provide further empha-
sis/elaborations on keywords related to the specified topic. Furthermore, the initial prompt
generated some terms (such as bayesian and young) that were not present in the improved
prompt. While these terms may be relevant to some articles on traffic safety, their lower fre-
quency suggests that they are not as prominent as the terms captured by the improved
prompt. Overall, while the high similarity scores between the improved and initial prompts
are promising, further analysis is needed to determine the impact of these differences in fre-
guencies on the quality of the generated output.

The low similarity scores in the table show that the frequency and document frequency of
features in the improved prompt and initial prompt are quite different, indicating that the
prompts are not as similar to each other as compared to the high similarity scores table. For
instance, the word injury and severe have higher frequencies in the initial prompt as com-
pared to the improved prompt, while the words model and analysis have higher frequencies
in the improved prompt. Furthermore, some features, such as spatial and fatal, only appear
in the initial prompt and not in the improved prompt, indicating that the prompts have dif-
ferent focuses and content.

Moreover, the similarities and differences in term frequencies between the improved and
initial prompts suggest that both approaches have their strengths and weaknesses in extract-
ing relevant information from highly cited articles on traffic safety. While the high similarity
scores are promising, it is important to consider the potential impact of the differences in
frequencies on the quality of the output. Ultimately, the selection of a prompt will depend
on the specific research question and the level of detail required in the generated output.
The difference in the frequencies of the features in the improved prompt and initial prompt
suggests that the type of prompt used can have a slight impact on the results of the study.
Therefore, researchers should be careful when choosing prompts for their studies and ensure
that the prompts are relevant to the research questions and objectives. Additionally, Table 2
shows that even though the prompts have similar topics, their underlying meanings and con-
notations can be quite different. As such, it is crucial for researchers to carefully consider the
language and wording used in their prompts to ensure that they accurately capture the in-
tended meaning and do not introduce unintended biases into the study.

5.2.2 Text Network for Human Written and Improved prompt-generated Introductions.

The results presented in Figure 5 show four different networks of Introductions sections,
with both high and low similarity scores, for both ChatGPT-generated and human-written
texts. Interestingly, all networks are centered on the keyword traffic. Specifically, the network
for human-written introduction sections with high similarity scores (Figure 5(a)) shows dense
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edges with nodes such as fatalities, road, crash, and accidents. The text network connected
edges such as traffic-crash-factors, traffic-road-accidents, traffic-crash-data, and traffic-fatali-
ty suggest that the human-generated introductions focus more on the causes and outcomes
of traffic crashes. This is further emphasized with keywords such as severity, injuries, and risk
present in the network.

On the other hand, the network for ChatGPT-generated introduction sections with high
similarity scores (Figure 5(b)) shows dense edges with nodes such as study, accidents, risk,
factors, safety, and crash. The dense text network edges from the ChatGPT-generated intro-
duction are similar to the human-generated network. However, the ChatGPT network con-
tains keywords such as improve, inform, reduce, understanding, and interventions, to men-
tion a few that focus on suggestions for actions to reduce traffic incidents. These findings
suggest that human writers and ChatGPT focus on different aspects of traffic safety. In con-
trast, ChatGPT-generated keywords tend to focus on generic words related to traffic safety
solutions. Overall, the networks presented in Figure 3 visually represent the common themes
and topics discussed in the introduction sections on traffic-related research and highlight the
potential for using text network analysis to better understand the structure and content of
scientific literature.

According to the network for human written-introduction sections with low similarity
scores (Figure 5(c)), the key node traffic has relatively larger nodes with dense edges, includ-
ing crashes, road, severity, factors, and vehicle. These nodes are all related to the topic of
road traffic accidents and their causes. Additionally, the cluster of nodes, including predic-
tion, models, method, paper, used, and modelling indicates a focus on research methodolo-
gy and data analysis. The cluster of nodes, including intersections, urban, and areas suggests
a focus on the contextual factors related to road safety. These introductions may be dis-
cussing road safety measures that are specific to urban areas or intersections, which may be
associated with higher rates of accidents. In contrast, the network for ChatGPT-generated in-
troduction sections with a low similarity score (Figure 5(d)) has a key node traffic with dense
edges with nodes including study, factors, data, influence, safety, and severity. These nodes
suggest a focus on the factors contributing to road traffic accidents and their impact on
safety. The cluster of nodes, including reduce, improve, inform, interventions, strategies, and
targeted, indicate a focus on potential interventions to reduce the incidence of accidents and
improve road safety.

(a)Text Network of the Introductions for Human-writ- (b)Text Network of the Introductions for Improved

ten (High Similarity) prompt (High Similarity)
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(c)Text Network the Introductions for Human-written (d)Text Network of the Introductions for Improved

(Low similarity) prompt (Low similarity)

Figure 5 The text network of the introductions for improved prompt

Table 3 Collocation frequency of high similarity scores and low similarity scores between
the human written title and the improved prompt title.

High Similarity Scores

Rank Human-written Improved prompt
collocation count collocation count
1 crash prediction models 13 provide important insights 66
2 road traffic crashes 13 can inform development 59
3 world health organization world health organization 58
4 road traffic injuries interventions policies aimed 49
5 road traffic accident road traffic crashes 47
6 leading cause death development targeted interventions 47
7 motorcycle taxi riders public health concern 44
8 use seat belts risk traffic accidents 41
9 traffic flow prediction national highway traffic 40
10 highway traffic safety highway traffic safety 40
Low Similarity Scores
Rank Human-written Improved prompt
collocation count collocation count
1 road safety strategies 7 world health organization 54
2 road traffic crashes 6 interventions policies aimed 42
3 involved traffic crashes 5 provide important insights 42
4 low— middle—income countries 5 can inform development 41
5 raw count data 4 road traffic crashes 33
6 traffic accident data 3 understanding factors influence 28
7 factors influencing injury 3 development interventions policies 27
8 motor vehicle crashes 3 development targeted interventions 27
9 drivers involved traffic 3 public health concern 26
10 crash severity prediction 3 policies aimed reducing 26
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Overall, these results suggest that while the human-written and ChatGPT-generated intro-
ductions with low similarity scores both focus on road traffic accidents and their causes, the
human-written introductions tend to emphasize research methodology and contextual fac-
tors. In contrast, the ChatGPT-generated introductions focus more on potential interventions
and strategies to improve road safety. From the results of the networks for high similarity
scores, we can see that human-written and ChatGPT-generated introduction sections with
improved prompts have nodes strongly connected to the keyword traffic. This can be due to
the fact that the study titles used are traffic safety related. For human-written sections, we
see nodes related to fatalities, road, crashes, and accidents. For ChatGPT-generated sections,
we see nodes related to study, accidents, risk, factors, safety, and crash. This suggests that
improved prompts can lead to a more focused and relevant discussion of the topic at hand,
regardless of whether the text was written by a human or generated by a language model.
On the other hand, when we look at the networks for low similarity scores, we see more vari-
ation in the nodes and their connections to the keyword traffic. This may suggest that weak-
er prompts can lead to less coherence and relevant discussions.

The results of the collocation frequency analysis in(Figure 5(c)) show that the key node
traffic has relatively larger nodes with dense edges, including crashes, road, severity, factors,
and vehicle. These nodes are all related to the topic of road traffic accidents and their caus-
es. Additionally, the cluster of nodes, including prediction, models, method, paper, used, and
modelling indicates a focus on research methodology and data analysis. The cluster of
nodes, including intersections, urban, and areas, suggests a focus on the contextual factors
related to road safety. It is possible that these introductions are discussing road safety mea-
sures that are specific to urban areas or intersections, which may be associated with higher
rates of accidents. In contrast, the network for ChatGPT-generated introduction sections with
a low similarity score (Figure 5(d)) has a key node traffic with dense edges with nodes includ-
ing study, factors, data, influence, safety, and severity. These nodes suggest a focus on the
factors contributing to road traffic accidents and their impact on safety. The cluster of nodes,
including reduce, improve, inform, interventions, strategies, and targeted, indicates a focus
on potential interventions to reduce the incidence of accidents and improve road safety.

Overall, these results suggest that while the human-written and ChatGPT-generated intro-
ductions with low similarity scores focus on road traffic accidents and their causes, the hu-
man-written introductions tend to emphasize research methodology and contextual factors.
In contrast, the ChatGPT-generated introductions focus more on potential interventions and
strategies to improve road safety. From the results of the networks for high similarity scores,
we can see that human-written and ChatGPT-generated introduction sections with improved
prompts have nodes strongly connected to the keyword traffic. We see nodes related to fa-
talities, road, crashes, and accidents for human-written sections. For ChatGPT-generated sec-
tions, we see nodes related to study, accidents, risk, factors, safety, and crash. This suggests
that improved prompts can lead to a more focused and relevant discussion of the topic at
hand, regardless of whether the text was written by a human or generated by a language
model. On the other hand, when we look at the networks for low similarity scores, we see
more variation in the nodes and their connections to the keyword traffic. This may suggest
that weaker prompts lead to lesser coherence and relevant discussions.

Table 3 above shows notable differences in the use of language between the human-writ-
ten text and the improved prompt, particularly in the high similarity scores category. The
most frequent collocations in the human-written text are crash prediction models and road
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traffic crashes, each appearing 13 times, while in the improved prompt, the most frequent
collocation is provide important insights, appearing 66 times. Other frequent collocations in
the improved prompt include can inform development (59), world health organization (58),
and interventions policies aimed (49). In contrast, the human-written text includes colloca-
tions such as use seat belts (5) and motorcycle taxi riders (6), which are absent or infrequent
in the improved prompt.

The low similarity scores table also reveals differences in collocation frequency between
the human-written text and improved prompt. The most frequent collocations in the hu-
man-written text include road safety strategies (7), road traffic crashes (6), and involved traf-
fic crashes (5), while in the improved prompt, the most frequent collocation is world health
organization (54). Other frequent collocations in the improved prompt include interventions
policies aimed (42) and provide important insights (42). The counts of collocations in the low
similarity scores table are generally lower than those in the high similarity scores table, with
the most frequent collocations appearing between 7 and 3 times in the human-written text
and between 54 and 26 times in the improved prompt. These results suggest that the lan-
guage used in the improved prompt uses generic words and differs significantly from that of
the human-written text, particularly in terms of frequently occurring collocations, which may
affect the outputs generated by the prompt.

5.2.3 Text Network Results for Human Written against Initial prompt-generated Introduc-
tions.

D ext Network o e Introductions Ttor Initia

ten (High similarity) prompt (High similarity)

(c)Text Network the Introductions for Human-writ- (d) Text Network of the Introductions for Initial
ten (Low similarity) prompt (Low similarity)

Figure 6 The text network of the introductions for initial prompt
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The text network in Figure 6 compares human-written introduction sections with initial
prompts given to ChatGPT. The networks with high similarity scores in both human-written
and ChatGPT-generated introduction sections (Figure 6 (a) and (b)) show dense edges cen-
tered on the keyword traffic. In the case of human-written introduction sections, the nodes
are traffic, safety, road, crashes, and accidents. In contrast, in the case of ChatGPT-generated
introduction sections, the nodes are traffic, crashes, accidents, severity, road, safety, and aim.

Table 4 Collocation frequency of high similarity scores and low similarity scores between
the human written and the initial prompt in comparing introduction sections.

High Similarity Scores

Rank Human-written Initial prompt
collocation count collocation count
1 crash prediction models 13 improve road safety 193
2 road traffic crashes 10 provide valuable insights 85
3 world health organization 8 interventions improve road 82
4 road traffic accident 6 interventions policies improve 57
5 motorcycle taxi riders 6 identify patterns trends 53
6 use seat belts 5 makers transportation planners 52
7 leading cause death 5 policy makers transportation 52
8 traffic flow prediction 5 study potential inform 50
9 road traffic injuries 4 findings study potential 50
10 number bends per 4 potential inform development 50
Low Similarity Scores
Rank Human-written Initial prompt
collocation count collocation count
1 road traffic crashes 9 improve road safety 128
2 road safety strategies 7 provide valuable insights 50
3 involved traffic crashes 5 interventions improve road 43
4 low— middle—-income countries 5 understanding factors contribute 36
5 road traffic injury 4 working improve road 36
6 road traffic injuries 4 road traffic accidents 34
7 number traffic crashes 3 interventions policies improve 32
8 highway traffic safety 3 findings study potential 32
9 drivers involved traffic 3 development targeted interventions 32
10 crash severity prediction 3 study potential inform 31

Moreover, the ChatGPT-generated introduction sections also have a second cluster fo-
cused on development, interventions, inform, policies, effective, targeted, reduce, and trans-
portation. This indicates that while human-written and ChatGPT-generated introduction sec-
tions with initial prompts discuss traffic-related topics, there are subtle differences in the
clusters formed by the nodes.

In contrast to the networks with high similarity scores, the networks with low similarity
scores in both human-written and ChatGPT-generated introduction sections (Figure 6 (c) and
(d)) show more diverse dense nodes. The human-written introduction sections are centered
on traffic, with other nodes such as crashes, road, severity, factors, and vehicle, and have
clusters of prediction, models, method, paper, used, modelling, and intersections, urban, ar-
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eas. In comparison, the ChatGPT-generated introduction sections have clusters of traffic, fac-
tors road, accidents, severity, crashes, and safety, aim, as well as a second cluster of develop-
ment, interventions, inform, policies, effective, targeted, reduce, and transportation. This
suggests that when given initial prompts, ChatGPT may generate more diverse clusters of
nodes in its introduction sections compared to human-written introduction sections.

The results of the text networks in Figure 6 suggest that the quality and diversity of intro-
duction sections generated by ChatGPT may vary slightly depending on the strength of the
prompts given. Additionally, the clusters of nodes formed by the introduction sections with
initial prompts given to ChatGPT may differ from those generated by human-written intro-
duction sections, indicating differences in interpretation and information processing between
human writers and the ChatGPT model.

Table 4 presents the results of collocation frequency analysis of high and low similarity
scores between the human-written and the initial prompt introduction section. The colloca-
tions with the highest frequency in the high similarity scores include crash prediction models,
road traffic crashes, and world health organization, with counts of 13, 10, and 8, respectively.
These collocations are also present in the initial prompt section, with improve road safety,
provide valuable insights, and interventions improve road having the highest frequency
counts of 193, 85, and 82, respectively.

Furthermore, the results show that the high similarity scores collocations contain technical
terms and phrases relevant to road safety research, such as the use seat belts, leading cause
death, and motorcycle taxi riders. These collocations are not present in the low similarity
scores, mostly consisting of generic terms such as road safety strategies, low-middle income
countries, and crash severity prediction. In addition, the counts of the collocations in the low
similarity scores are relatively low compared to those in the high similarity scores, which may
indicate a lack of relevant and specific information in the initial prompt.

The results of Table 4 demonstrate that the high similarity scores contain technical and
specific terms relevant to road safety research. In contrast, the low similarity scores have
generic and less relevant terms. The high-frequency counts of the collocations for initial
prompts in high and low similarity scores demonstrate how ChatGPT generates generic
phrases in its outputs. On the other hand, the low frequency in the human written introduc-
tion and high similarity scores demonstrate different word choices among the various au-
thors.

6 Conclusions and Study Limitations

This study evaluated the potential of ChatGPT to produce scholarly writeups that could be
considered for publication. The introduction sections of 327 published articles were com-
pared with the introductions prepared using ChatGPT. The ChatGPT-generated introductions
were obtained using the papers' titles. With the application of the similarity analysis and text
network analysis, the results were obtained and discussed. Based on the study findings, the
following conclusions can be made.

e The analysis of the text networks for human-written and ChatGPT-generated research ti-
tles and introduction sections revealed key differences in the networks based on the
strength of the prompts and the similarity scores.

e The human-written introduction sections tended to have more focused networks, with
key nodes centered around the main topic of traffic. In contrast, the ChatGPT-generated
networks showed more diverse and scattered nodes, indicating a broader range of top-
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ics.

e Additionally, it is observed that the strength of the prompts had a relatively low impact
on the resulting text networks. The improved prompts led to slightly more focused net-
works than initial prompts. The findings imply that the addition of a few pieces of infor-
mation, such as a generic persona only, does not significantly affect the content of the
output information. This finding suggests that the prompts' quality and specificity can
be crucial in generating coherent and relevant text.

e Overall, the analysis highlights the importance of carefully considering the prompts used
to generate text and the resulting text networks, as they can have a notable impact on
the quality and coherence of the output. It is expected that the findings can contribute
to the development of more effective and efficient text generation techniques, with a
focus on producing high-quality, relevant, and coherent text.

Practically, this paper provides the basis for evaluating the capabilities of the prompts,
which are the main components of the ChatGPT. The findings suggest that whenever a writer
wants to retrieve information from ChatGPT, proper prompts with specific personas should
be used. Failure to do so the ChatGPT outcomes will provide general information that is not
significantly different from another person who utilized a nonspecific persona.

Despite the insights generated in this study, several gaps still need to be addressed to fur-
ther understand the performance of ChatGPT's prompts in generating scholarly writeups.

e First, future studies may consider a set of specific personas in the respective domains.
These personas can be well-known researchers in the respective domains. In this case,
only the manuscripts from the respective people who are used as personas in the
prompts are used. In addition to mentioning the specific persona, researchers can opti-
mize the prompt by adding the specific details from the paper that they are interested
in to evaluate whether ChatGPT would reproduce something similar to what that partic-
ular author wrote.

e Further, in addition to the metrics such as similarity scores, researchers may investigate
the style of writing by asking technical writers to rate the ChatGPT-generated materials
based on a set of criteria such as coherence, etc.

e Also, future studies may investigate the effectiveness of combining human and ma-
chine-generated text. This approach could lead to more coherent and relevant text while
preserving the benefits of machine-generated text, such as efficiency and scalability. In
conclusion, the study provides valuable insights into the impact of prompt strength on
the coherence and relevance of text generated by ChatGPT. The findings call for further
exploration of the gaps in this study and more research on the use of ChatGPT and oth-
er language models in scholarly writing. These studies could lead to more effective and
efficient text-generation techniques and ultimately enhance the quality and rigor of sci-
entific works.
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