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ABSTRACT

Both computer science and archival science are concerned with archiving large-scale data, but
they have different focuses. Large-scale data archiving in computer science focuses on technical
aspects that can reduce the cost of data storage and improve the reliability and efficiency of Big
Data management. Its weaknesses lie in inadequate and non-standardized management.
Archiving in archival science focuses on the management aspects and neglects the necessary
technical considerations, resulting in high storage and retention costs and poor ability to
manage Big Data. Therefore, the integration of large-scale data archiving and archival theory
can balance the existing research limitations of the two fields and propose two research topics
for related research - archival management of Big Data and large-scale management of archived
Big Data.
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Introduction

Integration and innovation of disciplines have become one of the new trends in the devel-
opment of traditional disciplines. Archival science has always made important contributions
to social memory, cultural heritage, national governance, and talent training (Sabiescu, 2020;
White & Gilliland, 2010; Elsayed & Ammar, 2020; Ringel & Ribak, 2021). In the era of Big Da-
ta, archival science research must also appropriately utilize and incorporate the research
findings of related disciplines, especially related problems in the field of computer science.
On the one hand, the application of computer technology has given historians access to
more archival materials, and history has received more social attention as a result of techno-
logical development (Pessanha & Salah, 2022). On the other hand, the change in the techno-
logical environment leads to the development and transformation of archival materials from
the analog state to the digital state and to the data state. At the same time, experts and
scholars in the field of archival science are beginning to pay attention to the interface be-
tween archival science and computer science, proposing the concept of Computational
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Archival Science (CAS), which they position as a new development in archival science (Proc-
tor & Marciano, 2021).

Archiving is a pervasive and universal behavior, and various disciplines in almost all fields
engage in archiving and conduct archival activities. Therefore, it is likely that archival activi-
ties will break through at the interface between archival science and other disciplines. In ad-
dition to archival science, research on archival problems is also being conducted in computer
science, and there are more profound theoretical breakthroughs and mature solutions.
Therefore, this paper discusses the theory, technology, and tools for big data from the per-
spective of computer science to relate to related research in archival science, especially in
the area of electronic records management.

The rest of this paper is organized as follows: In the second part, based on the realistic
background and theoretical foundations of data archiving, the main characteristics of big da-
ta archiving in computer science and the difference between data archiving and data preser-
vation are analyzed; the third part focuses on the comparative analysis of big data archiving
and archival science archiving, highlighting the differences in archival management and
complementarities in functional positioning; the fourth part mainly discusses the technology
related to archival science archiving activities in large-scale data archiving, including: object
storage, hierarchical storage, security control and access use of large-scale data; the fifth
part highlights the integration and innovation of large-scale data archiving and archival sci-
ence archiving from two aspects: the application of archival science in large-scale data
archiving and the application of large-scale data archiving technology in archival science. Fi-
nally, the research results are summarized and three suggestions for the integration of com-
puter science and archival science are proposed.

1 Data archiving in Computer Science

From a computer science perspective, the most important theoretical basis of data archiv-
ing is the Data Tiered Storage (DTS) theory. The main background of this theory is that the
read speed of different data storage technologies strongly depends on their cost. In general,
the higher the read speed, the higher the cost. Therefore, in the era of exponential growth of
data volume, it is necessary to introduce the DTS theory, divide the storage strategy into hot
storage tiers, warm storage tiers, and cold storage tiers, and classify data into different stor-
age types according to their access frequency, as shown in Table 1. Using Oracle's tiered
storage model shown in Figure 1 (Moore, 2015), data is divided into four tiers (Tier O~Tier 3)
based on lifetime and reuse probability, which provides differentiated storage solutions
(TO~T3) for the data on the different tiers, including high-performance flash storage, primary
disks, secondary disks, tapes, and archive storage. Through SAM-QFS (The Sun Storage
Archive Manager, Quick File System), Oracle's integrated storage stack is combined to build
a scalable, tiered storage architecture solution.

Table1 The DTS theory in the field of computer science

Hot Tiers Warm Tiers Cold Tiers
Usage frequency High Less Very few
Cost of storage carrier High Low Low
Archiving strategy Not archive (backup) Short-term archiving Long-term archiving
Retrieval time requirements High Medium Low
Recovery time requirements High Medium Low
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Figure 1 Oracle Tiered Storage (Moore, 2015)

1.1 What is data archiving

In computer science, data archiving is a phase of the data lifecycle (Stodden, 2020) that
specifically refers to moving data that is no longer frequently accessed in production
systems to low-cost long-term storage devices (MSP360, 2014). Large-scale data archiving in
computing has the following five basic characteristics.

(1) prerequisites and aims. data that is no longer frequently accessed. Fred Moore (2022)
suggested that "data are archived when they exist for 90 to 120 days and their access
probability falls below 0.5%" (Mellor, 2022). Over time, the volume of data increases rapidly,
but the probability of accessing the data decreases rapidly (MarkLogic, 2022), as shown in
Figure 2. When the volume of data is very large, the probability of access is very low, which
increases storage costs. Consequently, Big Data that is accessed infrequently must be
archived on lower-cost secondary storage devices and managed using various technologies
such as HDFS, NAS, and Amazon S3.

Figure 2 Relationship between data life cycle and data archiving
(Adapted from Marklogic, 2022)
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(2) Main motivations. In data processing, the main motivation for data archiving is to
reduce the cost of data storage. Storage devices used in production systems often have low
latency and high throughput, but their cost is too high. When there is a large amount of
"sleep data" (big data with low accessibility) in the production system, the usage efficiency of
the storage devices in the production system decreases, and the storage cost increases
significantly. Therefore, the original motivation of data archiving is to move this "sleep data"
to secondary storage devices with low access efficiency and low cost. When re-access is
required, we can read at the cost of some access delay and efficiency. Based on the goal of
cost reduction, data archiving in the information technology field naturally brings some
additional functions or benefits, such as avoiding the risk of data loss, supporting legal and
business archiving requirements, eliminating redundant data, and reducing the amount of
data in the production system.

(3) Storage location. According to the theory of staged data storage, data archiving is the
process of transferring data from hot storage to warm or cold storage. Therefore, in
computer science, the storage location of archived data is called the warm or cold storage
layer.

(4) Usage requirements. After data archiving, accessing the data is not as efficient as
accessing the data in the production system, nor is it completely impossible for the original
data subject to access and use the data again. Data archiving in the field of information
technology lowers the cost of data storage at the expense of the convenience of data
collection. Therefore, Big Data archiving must balance the contradiction between the low
cost of data storage and the inconvenience of data use (Calhoun et al., 2019). However, data
processing supports the use of archived data by the original data subject at the cost of
access performance. In general, the data archiving system must support at least the unified
indexing and retrieval function for archived data. Here, unified indexing and retrieval of
archived data refers to unified indexing and retrieval of archived data stored in cold storage
tier or warm storage tier and current data stored in hot storage tier production systems.

(5) Object Hierarchy. The object hierarchy is mainly concerned with the archiving of hard
disk files at the physical level of the storage device, not with the data sets from the business
aspect. In computer science, data archiving objects are usually file objects that are no longer
frequently accessed. Of course, there are some data archiving systems in computer science
that have begun to support encapsulation functions and archiving requirements at the
logical level, such as SAP Data Archiving.

1.2 Data archiving vs. data backup
Table 2 shows the main differences between Data Archiving and Data Backup.

Table 2 Differences between data archiving and data backup

Data archiving Data backup
) To recover lost data, load balance, or (and) improve
Primary purposes To reduce storage costs .
reliability
Types of activity Transferring data Replicating data
Implementation strategies = Simple Complex

Disaster recovery and emergency treatment, sepa-
Exploitation methods Unified indexing and retrieval | ration of data flow and control flow, load balancing
scheduling
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(1) Primary purposes. The purpose of data archiving is to reduce the cost of data storage
in the production system and to transfer data that is no longer frequently used to a storage
medium with lower storage costs. The purpose of data backup is to quickly recover lost data,
load balance, or avoid a single point of failure to improve production system reliability.
However, it is not directly related to reducing the cost of data storage in the production
system.

(2) Types of activity. Data archiving is essentially a transmission behavior. After data
archiving, the production system no longer has the data. Data backup is essentially replica-
tion. After data backup, the production system still has the data.

(3) Implementation strategies. The data archiving strategy is relatively simple. In general,
the selected append method does not directly overwrite or replace the archived data. There
are many strategies for data backup (Lenhard, 2022), such as full backup, bulk backup, re-
al-time backup, and mirroring. The operation strategy is not only a single form of attach-
ment, but also full coverage and partial replacement.

(4) Exploitation methods. The data in data archiving generally use a unified index and re-
trieval method and are retrieved together with the current data of the production system.
There are many ways to utilize backup data or replicas, such as data recovery, separation of
data and control flow, load balancing planning and disaster recovery, but they are not uni-
formly indexed and retrieved.

2 Comparation of data archiving in Computer Science and

Archival Science
Large-scale data archiving and archival science are two distinct but related fields. The main
relationship between the two is reflected in the complementarity of their functional position-

ing.

2.1 The main differences

In archival science, "archiving" refers to the act of transferring completed records by
records-processing departments and business units to archives (Wisniewska-Drewniak, 2021);
in electronic records management, "archiving" refers to the process of transferring processed
and systematically organised electronic records worthy of evidence, research, and preserva-
tion, as well as their metadata management, to the archives department (Specifications for
Electronic Records and Electronic Records Management, 2016). Currently, a distinction is
made between "archiving" in computer science and "archiving" in archival science, as shown
in Table 3.

Table 3 The difference between archiving in Computer Science and Archival Science

Archiving in Computer Science Archiving in Archival Science

Archival Science and Electronic Records Man-

Theoretical basis | Data Tiering or Tiered Storage Theory agement

To ensure compliance with laws, regulations

Main motivation | To reduce storage costs
and standards

Prerequisite Infrequency of data access Completion of file related business
Perspective Technological perspective Management perspective
Location Lower cost storage devices Archives or Archives Department

Focus Technical realization Management specifications
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(1) Theoretical basis. The main theoretical basis for data archiving in computer science is
the theory of data tiering or tiered storage (DTS), while the main theoretical basis for file
archiving in archival science is the theory of archival science and electronic records manage-
ment.

(2) The main motivation for archiving activities. The main motivation for data archiving in
computer science is to reduce the cost of data storage and to store data that is no longer
frequently accessed on a less expensive storage medium. However, the main motivation for
archiving files in archival science is the need to comply with laws, regulations, and standards.

(3) Prerequisites for archiving activities. The identification of data archiving activities in
computer science is based on the frequency of data access, while the prerequisite for file
archiving activities in archival science is that the relevant transactions have been performed
on files. Thus, "archiving" in computer science does not require that the corresponding trans-
action has been completed.

(4) Research perspective of archiving objects. The aspect of data archiving discussed in
computer science is more fundamental than that in archival science, where issues of data
archiving are mainly discussed from a technical point of view, such as file storage, block stor-
age, and object storage. However, archiving in archival science is mainly concerned with the
aspect of management, i.e., records generated in the business system that have value as a
document, storage and retention.

(5) Location of data archiving. The goal of data archiving discussed in computer science is
a cost-effective storage medium. The administration's ownership of the archived files remains
unchanged. The goal of archiving activities in archival science is the archive department. The
management's ownership of the files before and after archiving changes, and the archival de-
partment is responsible for the management.

(6) Research focus. Research on data archiving in computer science is mainly discussed
from the technical aspect and focuses on the technical realization of archiving activities. In
contrast, research on archiving in archival science is mainly discussed from the management
perspective and focuses on ensuring the management of archiving activities.

2.2 The complementary features

The complementarity of large-scale data archiving in computer science and data archiving

Figure 3 The complementarity of large-scale data archiving in computer science and
data archiving in archival science
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in archival science is reflected primarily in the complementarity of technology and manage-
ment. On the one hand, large-scale data archiving based on the theory of data layers has
achieved a new breakthrough in technical terms, but lacks the reference and introduction of
ideas of archival management. On the other hand, archival theory based on archival science
has gained rich experience in the management dimension, but there is an urgent need for
innovation in the technical dimension to reduce the cost of storing and maintaining
large-scale archives (see Figure 3).

(1) The breakthrough of large-scale data archiving in the technical dimension and the lack
of archive management. Unlike archival science, large-scale data archiving focuses on tech-
nological innovation and ignores the reference and introduction of archival management
ideas and methods. Due to the lack of archival management, large-scale data archiving has
resulted in insufficient evidence and investigation. Large-scale data archiving mainly relies on
the theory of data layers. The focus of technical innovation is on DTS and storage cost re-
duction. If archival science is introduced to Big Data archiving, it can not only enhance the
value and significance of Big Data archiving, but also provide a new direction for the devel-
opment of large-scale data archiving.

(2) Archival science takes the lead in the management dimension and compromises with
the traditional technical conditions. On the one hand, archival science has accumulated many
research results in the field of archival management, which have promoted the sustainable
development of archival science. The theory in the field of archival science is not only of
great significance to archival management, but also of great reference value to archival man-
agement, the management of non-archival data according to the ideas and technologies of
archival management. On the other hand, the emergence and development of archival sci-
ence were synchronous with the technical conditions of the time. Influenced by the lack of
traditional technical conditions, the phenomenon occurred that the cost of archiving and
management was high, and the level of development and use was low. Thus, traditional
archiving and research is still mainly carried out manually, there is a lack of research into al-
gorithms and models, and there is no thorough indexing and rapid review of archival collec-
tions. The theory of archival and research management is influenced to a certain extent by
the technical conditions of the time. Therefore, the introduction of Big Data archiving into
archival science can not only reduce the cost of archiving and management, but also enable
the synchronous development of archival management technology and Big Data storage
technology.

It can be seen that the integration of Big Data archiving technology in computer science
and archive management methods in archival science can promote the joint development of
these two fields and become a new growth point for the mutual integration of computer sci-
ence and archival science.

3 Key technologies for large—scale data archiving

The study and analysis of the common Big Data archiving platform shows that there are
four related technologies in the field of Big Data archiving that can be applied to archiving
science: Object Encapsulation, Tiered Storage, Security Control, and Access Usage. Table 4
shows the comparative analysis of three popular Big Data archiving platforms: Microsoft
Azure Blob Archive, Amazon S3 Glacier Deep Archive, and Google Cloud Coldline.
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Table 4 Typical platforms for large-scale data archiving

level tiered storage

Data Archiving Solutions | Azure Blob Archive S3 Glacier Deep Archive Cloud Coldline
Provider Microsoft Amazon Google

. Binary large object .
Main features Tape gateway and virtual tape | Low latency

Data tiered storage

Hot tier, cool

Archive tier

tier,

S3 Intelligent, S3 Standard, S3
Standard-IA, S3 One Zone-IA,
S3 Gilacier Instant Retrieval, S3
Glacier Flexible Retrieval, S3
Outposts #1 S3 Glacier Deep
Archive

Standard Storage, Near-
line Storage, Coldline
Storage, Archive Storage

Encapsulation of archived
data

Binary Large Object,
Blob

Vault

Bucket

Security of archived data

AES-256

AES-256

HMAC

Access for archived data

Azure storage data
movement library
and the Azure import
and export service

AWS Command Line Interface,
AWS CLI or REST-based web
services

Google Cloud Console,
gsutil, Cloud Storage
Client libraries and REST
API

3.1 Object encapsulation

In general, Big Data archiving systems need to transfer the data to the archival storage
device after data collection and encapsulation in the production system, and should perform
cross-domain storage, retrieval, and use based on the encapsulation object. In Big Data
archiving systems, there are two common archiving technologies.

(1) Block storage

Block storage is a common storage technology in cloud computing, in which data is
divided into multiple blocks with a fixed size. The advantages of block storage are that each
block has the same size, access is fast, secure, reliable, and easy to update. The disadvantage
is the lack of semantic metadata, which is not conducive to supporting query functions. The
main feature of Azure Blob Archive is the data encapsulation strategy, the archiving scheme
based on Binary Large Object (Blob). A large binary object refers to a large binary data set
stored in a single object (Kaur et al., 2021). Binary Large Object technology can support
unified storage of complex and mutable data (such as text, image, and video). With the
introduction of Binary Large Object technology, Microsoft Group has the key technical
means to archive large data and solves the following archiving functions (Microsoft, 2022):
Uploading images or documents via browsers, distributed access to storage files, streaming
video and audio, writing log files, storing archived data, and supporting local or Azure
hosting services for analytics. Figure 4 shows the relationship between binary large object
storage resources and related terms from Azure Blob Archive, an archiving platform from
Microsoft. Users set up one or more containers under their own storage accounts and
archive files in each container in the unit of Binary Large Objects. Containers are collections
of Binary Large Object (Blob).
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Figure 4 Microsoft Azure Blob Archive (Source: microsoft.com)

For the various application scenarios of binary large objects, Microsoft Group offers three
solutions: Block Blocks, Append Blocks and Page Blocks. They are used to transfer new large
data, append data to existing data, and transfer page data. When creating binary large
objects, users must specify certain types and assign unique identifiers. At the same time,
Microsoft has provided a solution for transferring a variety of data to binary big object
storage, such as the AzCopy command line tool, Azure Storage Data Movement Library
application programming interface, and Azure Import/Export service.

(2) Object Storage

Object storage technology is a logic-level encapsulation technology. It encapsulates data
in objects with self-describing metadata, but there is no hierarchical relationship between all
objects. Object storage mainly consists of three elements: Data, metadata, and universal u-
nique identifiers (Patil et al., 2020). The advantages of object storage are that it can encapsu-
late large amounts of data, has the required metadata description and strong retrieval capa-
bility, and supports elastic storage of objects of different sizes and quantities as needed. The
disadvantages of object storage technology are low access performance, difficult access con-
trol, and lack of support for local updates of objects.

Amazon Simple Storage Service (S3) is an object storage integration service from Amazon
that includes CloudFront, RDS, Glacier, EBS, EMR, and VPC. S3 Glacier is a storage service for
archiving large amounts of data. In terms of data encapsulation, Amazon S3 uses buck-
et-based encapsulation technology. In Amazon S3 storage, a bucket is a container of objects,
and an object is a disk file with metadata. After the data is archived in S3 Glacier, "Bucket"
and "Object" are converted to "Vault" and "Archive" respectively, and named in different ar-
eas of the "Vault" unit, which are accessed, retrieved, and stored through the APL In S3
Glacier, "Vault" is the container for archived files. As for the security of archived data, S3
Glacier Deep Archive mainly uses AES -256 encryption technology. Besides AES -256 encryp-
tion technology, Tape Gateway's Write Once Read Many (WORM) also provides better pro-
tection against data loss. As for data archiving tools, S3 Glacier Deep Archive does not sup-
port real-time access to archived data. After restoring archived data, users can retrieve the
data via the AWS command line interface (AWS CLI) or REST -based Web services.

In Google Cloud Coldline, the most basic container for storing data is called a bucket. Fig-
ure 5 shows the object structure of Google Cloud Storage. Google Cloud Storage uses a lay-
ered structure that includes four main tiers: Organization (such as Example Inc.), Project
(such as messaging app), Bucket (such as photos), and Object (such as puppet.png). Buckets
are the units of data management and control in Google's cloud storage. A bucket can store
multiple data objects and their metadata, but no other bucket can be nested within it. Each
bucket has its own unique identifier and can be stored in multiple geographic locations. In
terms of geographic location, Google Cloud Storage offers users three different storage so-
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lutions: Single Region, Dual Region and Multi Region. Dual Region and Multi Region are part
of the geographically redundant data storage strategy, where the same bucket data is stored
in two or more geographic locations that are at least 100 miles apart.

Figure 5 Google object storage (source: Google.com )

3.2 Tiered storage

In addition to cost considerations, Big Data archiving requirements, especially storage
volume and read performance requirements, are dynamically changing. Therefore, Big Data
archiving requires storage technologies that are highly scalable and have low storage costs.

(1) Multi-tier storage

Azure Blob Archive is a Big Data archiving solution provided by Microsoft Corporation.
From the perspective of multi-tier data storage theory, the platform divides data into three
tiers: Hot Tier, Cold Tier and Archive Tier. Although the designations are different, they are
essentially the same as the Hot Tier, Warm Tier, and Cold Tier designations in the theory of
tiered data storage. The Archive Tier represents data with very low access probability and fo-
cuses on minimizing storage costs. The unique feature of the Archive Tier of Microsoft Azure
Blob Archive is that once the data enters the Archive Tier, it cannot be read or modified. If
you want to read and access the data in the Archive Tier, you must first transfer it to the Hot
Tier or Cold Tier. From the perspective of CAP theorem, Azure Blob Archive follows the CP
strategy, which means it sacrifices the availability of archived data to ensure its quality and
stability.

Google Cloud Storage is divided into four storage categories: Standard Storage, Nearline
Storage, Coldline Storage and Archive Storage. Standard storage is used to store current da-
ta. Nearline storage is used to store backups and multimedia content with a long runtime.
Coldline storage is mainly used to store data for disaster recovery. Archive storage has the
lowest cost and is used to store archived data (Google, 2022). Archival storage comes at the
cost of availability and is still a CP strategy from a theoretical perspective ( CAP).

The most salient feature of Google Cloud Coldline in data archiving is its low latency. Un-
like Azure Blob Archive and S3 Glacier Deep Archive, the archive storage in Google Cloud
Storage has higher availability, and its low latency is not much different from the other three
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storage categories. It no longer takes days or hours for archived data to change to the avail-
able state, but only milliseconds.

(2) Lake warehouse integration

Azure Blob Archive also supports another Microsoft technology, Azure Data Lake Storage
Gen2. Compared with the archiving function of Azure Blob Archive, Azure Data Lake Storage
Gen2 supports the data lake function with higher availability and data quality. The compati-
bility of the above two systems enables the integration of data archiving and data manage-
ment systems and represents a new trend in large-scale data archiving.

3.3 Data security

Both the archiving process and the management of archived data require data security
technology. There are three main data security technologies commonly used in large-scale
data archiving activities.

(1) Encryption. Encryption technology used in data archiving can be divided into two types:
Encryption of data in the "transmission state" of the data archiving process and encryption
of data in the "storage state" after data archiving. For encryption of data in the "transfer
state", HTTP-based security technologies such as HTTPs are usually used. For the encryption
of data in the "storage state", asymmetric encryption technology is usually used, with AES
-256 being the most popular encryption technology in the data archiving field.

(2) Access control. It is usually necessary to implement access control for archived data to
control which users have which operating rights for archived data. In information security,
there are many access control technologies (Langmead, 2022), such as Mandatory Access
Control (MAC), Role-Based Access Control (RBAC), Rule-Based Access Control (RBAC), and
other technologies. In a data archiving system, you can choose a specific access control
technology depending on your business needs.

From the security perspective, Google Cloud Storage mainly uses hash-based Message Au-
thentication Code (HMAC) keys and V4 signature-based authentication technology. As for
archiving tools, Google provides a variety of interactive solutions, including command-line
tools (such as gsutil), client libraries (such as Cloud Storage Client Libraries), and API pro-
gramming interfaces (such as REST APIs).

(3) Identity authentication and digital signature. The data archiving system typically needs
to authenticate the people who create and transfer the archives and access the archived files.
Therefore, digital signatures and authentication technologies from CA are widely used in da-
ta archiving platforms.

3.4 User interface

Typically, archived data is not stored on local storage devices that are directly connected
to the production system. Therefore, for data archiving, the data access interface between
the client and the archiving platform is also an important technology. Currently, there are
three access technologies for data archiving systems.

(1) The graphical interface is a special graphical interface tool provided by the data archiv-
ing platform for users. Some platforms support submitting and accessing archived data
through the browser. Compared to command-line tools and API interfaces, graphical inter-
face tools are more user-friendly for most non-experts, but their functionality and flexibility
are limited.

(2) The command-line tool is the most flexible and powerful tool interface for accessing
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archived data. In general, graphical interface tools implement only some of the common
functions of command line tools. Compared to graphical interface tools, command line tools
provide more flexible command selection and parameter setting capabilities.

(3) API mainly includes HTTP protocol-based REST API interfaces, client-side programming
packages, and Soap protocol-based web services. The advantage of API interface is that it
can be easily integrated into newly developed applications.

4 Integrating Computer Science and Archive Science for the
large—scale data achieving purposes

From the above analysis and discussion, it is clear that Big Data archiving in computer sci-
ence and archival theory in archival science focus on the technical aspect and the manage-
ment aspect, respectively. As for the technical aspect, large-scale data archiving reduces the
cost of data storage and improves the reliability and efficiency of Big Data management.
However, the management dimensions, especially the archival management, are not consid-
ered, resulting in inadequate data recording and management irregularities. However, re-
search on archiving in archival science focuses on the management aspect and the lack of
technical discussion, which leads to the problems of high storage and curation costs and low
scalability of archive management. Therefore, the integration of Big Data archiving and
archival theory can balance the existing research limitations of the two fields and bring new
research topics to related research, as shown in Figure 6.

Figure 6 Integrating computer science and archival science for data archiving purposes

4.1 Introducing archival science into computer science

Archiving Big Data refers to the introduction of archival science ideas into the manage-
ment of Big Data, improving the value of documents, the query function, and the storage ca-
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pability of Big Data. However, archiving Big Data does not mean turning Big Data into
archives and handing it over to the archives department. From the perspective of archival
science, not all objects can become archives after archival management (Cook, 2014). The
archiving of Big Data not only needs to introduce the functions of archival order, archival i-
dentification, archival recording and research, and archival management and protection into
the system of Big Data archiving, but also needs to adopt the ideological model of archival
data management, such as the source principle, the inventory principle, the principle of or-
ganic connection and the principle of simplification and convenient use, etc., as the new the-
oretical basis of the system of Big Data archiving. The archiving of Big Data differs from tra-
ditional archival science in three main aspects.

(1) The complexity of determining the value of Big Data archiving. Unlike individual
archives or small archives discussed in archival science, the value of Big Data tends to be
more complex, especially in two ways: first, the value curve of Big Data and its member data
is not uniform. In general, the value of archival member data in Big Data changes over time
in a "high-low-high" manner, while the overall value of Big Data changes over time different-
ly than member data, and its change can be described as "low-high-low," as shown in Figure
7. It can be seen that the identification of Big Data from the perspective of archives cannot
directly copy the archival identification theory in archival science, and the value of Big Data
and the value of member data need to be weighed. On the other hand, the characteristics of
the value of Big Data become clear. Sometimes, individual data have little value, but when
some of the worthless data are combined into Big Data, they become very valuable. For ex-
ample, the archival value of a person's emotional state at a particular time is not high, but
the archival value becomes very high when the records of the emotional state of all the peo-
ple in a group or a person at all times are combined into Big Data. They can be used as im-
portant supporting data for analyzing records of personal growth or social collective memo-

ry.

Figure 7 Value curve of large-scale data and its member data

(2) Self-inclusion of the document’s role in Big Data archiving. In the archiving of Big Data,
the data is not necessarily managed by the archiving department. Therefore, the document
value of Big Data is not guaranteed by the authority of the archive department and the stan-
dardization of archive management. However, compared to small data, the document value
of Big Data is relatively easy to verify and evaluate. The main reason is that Big Data contains
self-describing information, including data and its metadata, mappings and citation relation-
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ships between data, and technical information to verify data integrity with a hash value.
Therefore, the document value of Big Data is inherent, which can be demonstrated and eval-
uated by analyzing the Big Data itself. In addition, archival science emphasizes the "principle
of organic coherence" - archives are an organic whole that should not be separated at will
when managing archival units (Eastwood, 2010). It can be seen that the "principle of organic
coherence" of archival science has some guiding significance for the construction, mainte-
nance, and identification of the Big Data dataset.

(3) The uniqueness of the archival mode in managing Big Data archives. Unlike archival
science, the archival object in Big Data archiving is not data in the state of "relevant transac-
tion completed”, so the management mode must change. One of them is the sequence rela-
tionship between sorting and identification behaviors. In archival science, it is common to
first perform value identification, then establish a retention period, and perform archival
sorting operations such as distinguishing holdings, filing records, and creating the record
catalog. However, this method of identification and subsequent archiving is not suitable for
large amounts of data, especially for Big Data management scenarios where the relevant
business is ongoing, the amount of data is growing rapidly, and the data content is con-
stantly changing. In Big Data archiving, a different strategy is usually followed - sort first,
then identify, i.e., the fast-growing and dynamically changing data is first managed with ref-
erence to the archival organization methodology of archival science, and then its archival
value is identified and evaluated according to the self-identification characteristics of the
document value in the Big Data when accessed. On the other hand, the dominant relation-
ship between retention and destruction. In the traditional archiving of data, which is relative-
ly little accessed, the purpose and motivation of data archiving is often preservation, and the
archives with evidential, testimonial, and reference value are kept for a long time. However,
with very large amounts of data and a significant reduction in the cost of data storage, the
motivation and goal of archiving in large-scale data management will change. Destruction
will be the main motivation and goal, which means that the data that needs to be destroyed
in large-scale data management will be destroyed before it is transferred to the archive de-
partment.

4.2 Introducing computer science into archival science

Large-scale Big Data archive management and protection refers to the application of Big
Data archiving technologies in the field of archival science, thereby reducing the cost of
managing Big Data archives and improving their manageability. The key to large-scale Big
Data archive management lies in the division of labor and collaboration between experts in
the field of archival science and experts in the field of computer science. It is necessary to in-
tegrate the existing digital archives of the archives department and the growing archival data
in the future, to use archival management in the technological environment for Big Data
management, and to achieve large-scale management and protection of archived Big Data.
The key to large-scale Big Data management in archives lies in the following three aspects.

(1) Innovation of Archive management technologies. Large-scale Big Data archive manage-
ment requires technological innovation, especially the adoption of Big Data archival manage-
ment technology. The first aspect is the innovation of technology to encapsulate archive ob-
jects. From a technical perspective, archival science can introduce object encapsulation tech-
nology, which is commonly used in large-scale data archiving, including block storage tech-
nology and object storage technology. The second aspect is the introduction of lake ware-
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house integration technology. Lake warehouse integration is the main trend of Big Data
management in the future and is also a new technology emerging in large-scale data archiv-
ing. The adoption of lake warehouse integration technologies such as Azure Data Lake Stor-
age Gen2 and Databrick's Data Lakehouse can not only effectively support the seamless con-
nection between business information systems and archive information systems, but also im-
prove the flexibility and performance of archive data management, especially the standard-
ized management of archive Big Data. The third point is to improve security control technol-
ogy. Big Data archive management can adopt Big Data archive security control technologies,
including HMAC keys and identity authentication technology based on V4 signature, to im-
prove Big Data archive security and access control effectiveness.

(2) Innovation of archival management activities. The introduction of technology-based
archival management in archival science is not only an innovation at the technical level, but
also brings forth some new research topics at the theoretical level, mainly reflected in the
following points: First, large-scale archival management units. Unlike the traditional manage-
ment of single archives or archives based on holdings, the Big Data management of archives
needs to introduce the management unit of data mode, rather than the mode of managing
holdings and archives in the traditional document mode. Data archives include the unified
management of structured data, unstructured data, and semi-structured data, as well as the
management of Big Data replicas. The second aspect is to explore the theory of post-assess-
ment of Big Data in archives. Unlike archival science, the management and protection of Big
Data in archives are based on the principle of "sorting before identifying", and the identifica-
tion of the value of archives is usually postponed to the phase of access and use of archives.
The large-scale identification of Big Data in archives requires the extraction and analysis of
self-contained data to realize the identification and evaluation of the value of Big Archives.
Third, it involves rethinking archival and research methodology. The "manual processing as
the main task and automatic processing as the supplement” mode discussed in traditional
archival science is not suitable for the acquisition and research of Big Archives. Automatic or
fully automatic processing must be used in the acquisition and research of Big Archives, and
the algorithms and technical frameworks for the acquisition and research of archives must be
innovated.

(3) Shifts in the principles for big scale Archives management. The CAP theorem is one of
the central theories of Big Data management and also has a certain reference significance for
Big Data archive management. The CAP theorem states that a distributed system cannot sat-
isfy the three requirements of consistency, availability, and partition tolerance at the same
time, but at most two (Brewer, 2012). For Big Data archive management, the theory of CAP
has changed the traditional pursuit of perfectionism in archive management and preserva-
tion and provided a new idea for Big Data archiving, which is to make tradeoffs between the
quality, availability, and reliability of archived Big Data data according to the requirements of
the actual production system. Unlike traditional archive management, the management of
large Big Data archives needs to strike a balance between the quality, availability, and stabili-
ty of Big Data archives. CP should implement a strategy (consistency and partition tolerance)
to ensure the quality and reliability without compromising the availability of the data. The
Big Data archive management proposal based on the theory of CAP will change the idea of
perfectionism in traditional archive management, unite Big Data archive management and
Big Data data archiving from a technical point of view, and achieve the integration and inno-
vation of both.
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5 Conclusions

Storage costs and access performance for large data sets are a dichotomy. Assuming that
archival requirements are fixed, high storage costs can lead to high access performance.
However, if the data is stored in a low-cost storage device, access performance is limited. For
this reason, computer science has established the theory of multi-tier data storage, and data
archiving usually belongs to the cold storage tier. Based on this, a solution has been found
to reduce storage costs at the expense of access performance. In the era of Big Data, the in-
tegration of the theory of multilevel data storage and the theory of CAP has become the two
main theoretical foundations for Big Data archiving in the field of computer science. In com-
puter science, many breakthroughs have been made in the technical implementation of Big
Data archiving, providing the technical foundation for data archiving and more mature solu-
tions such as Microsoft Azure Blob Archive, Amazon S3 Glacier Deep Archive, and Google
Cloud Coldline.

Archiving is a widely studied research topic in the fields of archival science and computer
science. However, the research levels and perspectives are different, each focusing on the
management aspect of the methodology and the technology aspect of the solutions. The
theoretical research and technological development of Big Data archiving in the field of com-
puter science have the following impact on archival science: first, research in the field of
archival science has attracted more and more attention in many fields. Archival management
has become one of the fundamental contents of human data management, and most disci-
plines urgently need theoretical support from the field of archival science. In the field of
archival science, we should emphasize "getting out there" to enable relevant research in oth-
er disciplines, including computer science. Second, archival science should also emphasize
"inviting" by stimulating research growth in various disciplines on archives and related topics
and promoting the sustainable development of archival science itself. Third, we should em-
phasize not only interdisciplinary and cross-disciplinary research, but also research in
archives with multidisciplinary integration. Archival science needs to involve experts and
scholars from different disciplines to facilitate in-depth, problem-oriented collaboration. At
the same time, archival science needs to train more talents with genuine collaborative char-
acter, promote the deep integration of archival science and informatics, and realize the rapid
development of new research directions, such as computer-aided archival science.
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