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ABSTRACT

Text categorization (TC) is one of the widely studied branches of text mining and has many
applications in different domains. It tries to automatically assign a text document to one of the
predefined categories often by using machine learning (ML) techniques. Choosing the best
classifier in this task is the most important step in which k-Nearest Neighbor (KNN) is widely
employed as a classifier as well as several other well-known ones such as Support Vector
Machine, Multinomial Naive Bayes, Logistic Regression, and so on. The KNN has been
extensively used for TC tasks and is one of the oldest and simplest methods for pattern
classification. Its performance crucially relies on the distance metric used to identify nearest
neighbors such that the most frequently observed label among these neighbors is used to
classify an unseen test instance. Hence, in this paper, a comparative analysis of the KNN
classifier is performed on a subset (i.e, R8) of the Reuters-21578 benchmark dataset for TC.
Experimental results are obtained by using different distance metrics as well as recently
proposed distance learning metrics under different cases where the feature model and term
weighting scheme are different. Our comparative evaluation of the results shows that Bray-Curtis
and Linear Discriminant Analysis (LDA) are often superior to the other metrics and work well
with raw term frequency weights.
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1 Introduction

Text categorization (TC) is a supervised Machine Learning (ML) task where a learning algo-
rithm is trained on training documents at first and then the learning algorithm is expected to
assign a label to the input test document (Dhar et al., 2021; Ghawi & Pfeffer, 2019). Due to
the availability of a huge volume of text data, TC task has become one of the key ML appli-
cations in the fields of information retrieval, knowledge mining, text summarization, and so
on ( Chen, 2018; Dhar et al., 2021). At present, there exists great progress on this topic which
tries to categorize text data using well-known classifiers as well as deep learning algorithms
(Chen, 2018). On the other hand, the task of TC has now many applications in different do-
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mains in which there exists a need to automatically organize, manage, and categorize texts.
News categorization, spam e-mail or SMS detection, sentiment analysis or opinion mining
from reviews, and hate speech detection from user-generated content are examples of TC
applications (Chen, 2018). On the traditional side, the TC task involves using hand-crafted
features used to feed well-known classifiers such as support vector machines, multinomial
naive Bayes, random forests, and so on. Among these algorithms, the KNN classifier has
been widely employed in TC tasks and is one of the top-performing methods (Ghawi & Pfef-
fer, 2019).

The traditional KNN method has higher computational complexity (Ghawi & Pfeffer, 2019)
and therefore it is often called a lazy learner which needs to calculate the similarity or dis-
tance between the test document and all the documents in the training set to detect nearest
documents. The Euclidean distance is the most common distance metric (Chen et al.,2020)
used to measure the distance between two vectorized text instances, but there exist many
other metrics such as Chebyshev, Minkowski, Manhattan, and so on. Even though KNN is
suffering from its complexity, it has several advantages as well to employ in classification
problems. Some of these advantages are as follows (Bishnoi & Hisar, 2022): (i) KNN is highly
unbiased in nature and does not take any assumption into consideration about underlying
data, (ii) it produces output with less calculation time and easy interpretation, (iii) easy to im-
plement and no re-training is required if new data is included into the training set.

KNN algorithm is therefore a popular classifier for classification tasks including TC and
there exist many research efforts to improve its performance considering different aspects.
Among the numerous studies, distance metric learning (DML) (Yang & Jin, 2006) is just an
example of these efforts aiming to enable the KNN to significantly improve classification ac-
curacy compared to the standard Euclidean distance. All of these efforts show that KNN as a
conventional algorithm is very popular in classification tasks including TC due to its advan-
tages, especially on small and medium-sized datasets. The majority of the previous TC tasks
involving the KNN classifier use the standard Euclidean distance metric with a varying num-
ber of neighbors. In the literature, comparative analysis of distance metrics for KNN classifi-
cation on general data has been studied many times before (Abu Alfeilat et al., 2019; Dhar et
al, 2021).

Text categorization of Marathi news is performed by using ML techniques including KNN
classifier in Lade & Dhore (2021). A narrow comparison of six distance metrics on a news ar-
ticles text dataset of 10 categories showed that cosine is superior to others in terms of the
number of wrongly categorized documents (Cheng et al., 2012). A comparison of several
well-known distance metrics with the newly proposed one is performed on a dataset of
Turkish news (Eminagaoglu, 2022). Excluding the proposed metric, the results of this study
show that Bray-Curtis dissimilarity often provides better results for KNN classification of term
frequency-inverse document frequency (tf*idf) weighted bag-of-words (bow) features. An-
other narrow-scope evaluation of distance metrics on a Bangle news text corpora is per-
formed in Dhar et al,, (2019), which shows that Mahalanobis is superior to other metrics in-
cluding Minkowski, Canberra, Squared Euclidean, Manhattan, and Chebyshev. Comparison of
well-known distance metrics for KNN classification on a subset of the Reuters-21578 data as
well as Turkish Twitter feeds dataset is studied in Coban et al. (2015) which shows that eu-
clidean and manhattan metrics are often superior to other metrics including cosine, dice, ex-
tended-Jaccard, and so on. A comparison of euclidean, manhattan, and cosine distance met-
rics is performed on a text dataset devoted to detecting hate speech (Abu Alfeilat et al.,
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2019). The results of this study show that KNN classification with euclidean distance obtains
better accuracy. Another study evaluates distance metrics on a dataset of e-commerce re-
views for KNN classification (Jain et al., 2020). This study shows that Manhattan provides bet-
ter results than other well-known seven ones such as Euclidean, Chebyshev, Cosine, Dice,
Jaccard, and so on.

Our review of the literature, however, shows that there exist only some narrow-scope eval-
uations (Abu Alfeilat et al., 2019; Cheng et al., 2012; Coban et al., 2015; Dhar et al., 2019; Em-
inagaoglu, 2022; Lade & Dhore, 2021) of distance metrics for TC task (or its applications) and
we could not detect any up-to-date and comprehensive study devoted to this purpose in re-
cent years. Hence, in this study, we perform an up-to-date comparative evaluation of 17 dis-
tance metrics as well as 3 DML algorithms for the KNN classifier employed on a benchmark
dataset. Please note that the reason behind selecting three DML algorithms is the suitability
of these algorithms for TC and not requiring to handle some challenges stemming from the
nature of both data and task. We investigate the performance of the classifier under different
cases, where distance metric, feature set, and weighting scheme are different. The results of
our extensive experiments show that Bray-Curtis and LDA are often superior to the other
metrics and work well with raw term frequency weights.

We believe that the findings of this study will contribute to the literature by providing in-
sight for ML practitioners who study TC applications involving the KNN classifier, especially
on small and medium-sized datasets.

2 Material and Methods

This section presents the details of the material and methods used in this study under the
following sub-headings.

2.1 Dataset

The dataset underlying this study is a subset of the Reuters-21578 which is the most wide-
ly used text collection for text categorization research. The data (Reuters-21578, 2022) has a
standard ModApte train/test split of manually labeled documents which are composed of
the Reuters newswire texts in 1987. Since the data has a very high skewness of documents
across categories, several sub-collections (e.g., R10, R52, R90) are usually used in text cate-
gorization tasks.

One of these subsets is R8 which includes documents only with a single topic and ob-
served at least one of the most frequent eight categories for both training and test set. The
quantitative description of the R8 dataset is given in Figure 1.

Figure 1 The number of documents within the train and test sets of the R8 data.
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2.2 Methods

This section gives details on our methods including preprocessing, feature extraction, term
weighting, classification, and performance evaluation under the following sub-headings re-
spectively.

2.2.1 Preprocessing and feature extraction

In this step, we applied two different preprocessing depending on the feature set extracted
from texts. We use the bow and character level trigram features (Dhar et al., 2021) to convert
texts into numerical instance vectors. We remove punctuations, digits, multiple white spaces,
and terms with lengths lower than two from texts before extracting trigram features. In the
bow model, we apply the same steps along with stop word removal and stemming.

Note that we use the built-in English stop word list of NLTK (Bird, 2006) library to remove
stopwords and Porter Stemmer (Porter, 2001) to reduce words into their roots. Please note
that we only keep features observed in at least five documents in the collection (i.e., mini-
mum document frequency filter) for both of the feature models.

2.2.2 Term weighting

Upon completion of the preprocessing and feature extraction, we used three well-known
term weighting schemes (Coban, 2016), namely, term frequency (tf), binary, and tf*idf to
convert texts into term-document matrices. Note that the binary scheme assigns a weight
value of 1 for any feature observed in a document at hand, otherwise, the feature's weight
value gets zero. The tf scheme assigns the raw observed frequency of a feature as its weight
value. On the other hand, the tf*idf scheme assigns feature weights considering both their
local raw frequencies and the inverse of their document frequencies. The reader is advised to
(Coban, 2016; Dhar et al., 2019) for more detailed information on term weighting schemes.
2.2.3 Feature Selection

Feature selection is an important step in TC and aims to discover a subset of features that
effectively represent the original dataset (Deng et al., 2019). In this study, we use one of the
widely used and performant filter-based feature selectors namely chi-square (Zhai et al.,
2018) to perform our analysis on a lower dimension of discriminative features. Please note
that the chi-square method computes feature goodness scores by considering statistics be-
tween features and categories.

2.2.4 Classification

Upon completion of the feature extraction and selection, we perform classification with the
help of the KNN classifier (Bishnoi & Hisar, 2022; Chen et al., 2020; Zhou et al., 2021) which is
one of the simplest supervised ML algorithms. This algorithm tries to predict the label of a
test instance based on the distances of each test instance from the training dataset. Even
though the distance is often computed by the Euclidean function, it can also be computed
by using several other alternative functions. In this study, we use different distance metrics to
provide an up-to-date and comprehensive analysis of the effect of distance metrics on the
performance of the KNN classifier employed in text categorization. Considering the data
type, we use the following types of distance metrics as well as some of the recently pro-
posed distance learning metrics.
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Table 1 Functions and abbreviated (abbr.) names of metrics intended for real, integer, and
boolean-valued vector spaces.

Metric Abbr. Function Metric Abbr. Function
Euclidean euc sgri(sum((x-y)?)) Jaccard jac NNEQ/NNZ
Manhattan man sum(Ix=yl) Matching mtc NNEQ/N
Chebyshev che max(Ix-yl) Dice dic NNEQ/(NTT+NNZ)
Minkowski min sum(w*|x—yl)"® Kulsinski kul (NNEQ+N-NTT)/(NNEQ+ N)

Squared Euclidean | seuc | sqri(sum((x-y)%V)) A Rogerstanimoto rog 2*NNEQ/(N+ NNEQ)
Mahalanobis mah spri((x=y) V(x-y)) Russellrao rus (N-NTT)/N
Hamming ham Ninequa(X, Y)/ Negta Sokalmichener | smic 2xNNEQ/(N+NNEQ)
Canberra can sum(%)
Sokalsneath sshe NNEQ/(NNEQ+0.5*NTT)
Bray—Curtis bry __sum(ix-J)
sum(Ixl)+sum(lyl)

2.2.4.1 Metrics for real- and integer-valued vector spaces

These metrics are intended to work with real and integer-valued vector spaces (VS). In this
study, we use Euclidean, Manhattan, Chebyshev, Minkowski, Squared Euclidean, and Maha-
lanobis distance metrics from the scikit-learn (Pedregosa et al., 2011) package. The formal
definitions of these metrics are given in Table 1, where their names are given in the first col-
umn.

2.2.4.2 Metrics for boolean-valued vector spaces

These metrics are intended for boolean-valued vector spaces where any non-zero entry is
considered to be True. In this study, we use Jaccard, Matching, Dice, Kulsinski, Rogerstanimo-
to, Russellrao, Sokalmichener, and Sokalsneath metrics from the scikit-learn (Pedregosa et al.,
2011) package. The formal definitions of these metrics are given in Table 1, where their
names are given in the fourth column.

Please note that the abbreviated values for boolean metrics have the following definitions:
N is the number of dimensions, NTT is the number of dimensions in which both values are
True, NTF is the number of dimensions in which the first value is True and the second is
False, NFT is the number of dimensions in which the first value is False and the second is
True, and NFF is the number of dimensions in which both values are False. On the other
hand, NNEQ is equal to NTF + NFT and NNZ is equal to NTF + NFT + NTT.

2.2.4.3 DML algorithms

DML aims at learning a distance to make the instances within the same category have a
relatively close measure while the instances in different categories have a far away distance
from others (Suarez et al., 2020). In the classification phase, the instances at hand are pro-
jected into the learned metric space and several of the instances are used as distance mea-
sures. In this study, we use information theoretic metric learning (ITML), LDA, and principal
component analysis (PCA) methods. The reader is advised to (Zhou et al., 2021) for more de-
tailed information and a comparative evaluation of well-known distance learning metrics on
animals with attribute dataset.
2.25 Performance evaluation

As our dataset has a default train-test split, we do not use an additional evaluation strate-
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gy but we measure the performance of the KNN by using the f-macro score that calculates
metrics for each label and finds their unweighted mean. Note that we intentionally preferred
this type of fl-score on our imbalanced R8 dataset since the f-macro does not take label im-
balance into account.

3 Results and Discussion

This section gives the details on our experimental setup as well as our findings under the
following sub-headings respectively.

3.1 Experimental Setup

In this study, we applied the preprocessing, feature extraction, feature selection, classifica-
tion, and performance evaluation steps with the help of the scikit-learn (Pedregosa et al.,
2011) Python package. We use the NLTK (Bird, 2006) Python package for fetching and creat-
ing the R8 dataset as well as removing stopwords and applying Porter Stemmer on bow fea-
tures in preprocessing phase. We also use pyDML (Suarez et al., 2020) Python package to
employ DML algorithms. We would like to note that we feed all required methods and pack-
ages (e.g., NumPy) with a random seed value of 42 to make our results reproducible. In the
classification phase, we left all parameters of the KNN algorithm untouched except for
“n_neighbors” and "“metric" which are used to compute the distance between two in-
stance vectors.

3.2 Results

After completing the experimental setup, we preprocessed and converted the document
into term-document matrices using both bow and trigram features. This process yielded
4,606 unique bow features and 10,668 unique trigram features. First of all, we performed
KNN classification configured to run with euclidean distance of 5 nearest neighbors. Accord-
ingly, we obtained f-scores of 0.582, 0.663, and 0.760 on binary, tf, and tf*idf weighted bow
features respectively. On the other hand, we obtained f-scores of 0.631, 0.683, and 0.742 on
binary, tf, and tf*idf weighted trigram features respectively. These results show that using bi-
nary and tf weighting schemes on trigram features provides better results than the results of
bow features. However, tf*idf weighting is superior to binary and tf schemes for both of the
feature models, and the highest f-score is obtained as an f-score of 0.760 by using 4,606
bow features.

Figure 2 Obtained f-scores on trigram features with respect to different weighting schemes.
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Next, we obtained the results by using the most discriminative features selected by the
chi-square feature selector in a step-wise procedure. Please note that in the feature selection
phase, we increased the number of features to be selected by 10 at each step and consid-
ered the cases when the KNN reaches or goes beyond the respective baseline results ob-
tained with the complete set of features. Figure 2 shows the obtained f-scores with respect
to the number of features selected by chi-square on trigram features. In Figure 2, the three
baseline results obtained on trigram features considering binary, tf, and tf*idf schemes are
represented by BST1, BST2, and BST3 respectively. Similarly, results obtained with chi-square
feature selector on binary, tf, and tf*idf weighted trigram features are shown with CT1, CT2,
and CT3 respectively.

As seen in Figure 2, feature selection improves the classification f-score in all three cases.
The KNN classifier goes beyond the respective baseline f-score (i.e., 0.631) of binary weight-
ing just by using the 150 most discriminative features. This is also observed for the other two
cases on trigram features.

Figure 3 Obtained f-scores on bow features with respect to different weighting schemes.

The results of features selection on bow features considering three different weighting
schemes are depicted in Figure 3, in which BSB1, BSB2, and BSB3 stand for the respective
baseline scores of binary, tf, and tf*idf schemes respectively. The CB1, CB2, and CB3 again
represent the results obtained with features selection on binary, tf, and tf*idf weighted bow
features respectively. As seen in Figure 3, feature selection again improves the classification
f-scores for three cases.

Please note that on trigram features (see Figure 2), the f-score of the classifier is akin to in-
creasing when the number of features gets approximately halfway. This behavior seems to
be true for tf weighting as well. This is because binary weighting ignores raw feature fre-
quency, while tf and tf*idf consider local frequencies of features. The main reason behind
climbing after halfway (especially for tf*idf) is due to added features after this step has more
discriminative power across categories. Their power enables us to obtain discriminative fea-
ture weights and consequently including these features into the dataset increases f-score. A
very similar behavior is also observed for bow features (see Figure 3) especially for tf*idf
weighted ones due to the same reason.

To give a more easy-to-follow understanding, we summarized our results obtained both
with feature selection and without feature selection in Table 2.
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Table 2 F-scores and the number of unique features obtained with feature selection and
without feature selection considering different feature sets and weighting schemes.

With feature selection Complete set of features (no feature selection)
bow trigram bow trigram
Result Result
binary  tf tf*idf binary  tf tf*idf binary  tf tf*idf binary  tf tf*idf

f-score 0.777 0.761 0.785 0.733 0.684 0.743 f-score 0.582 0.663 0.760 0.631 0.683 0.742
# of features 90 70 40 150 320 140 # of features 4,606 10,668

As seen in Table 2, feature selection improves the f-score of the KNN in all cases by using
a lower number of features. For example, we obtain an f-score of 0.760 by using the com-
plete set of 4,606 tf*idf weighted bow features, while we obtain a higher f-score of 0.785 just
by using the selected most discriminative 40 features. As the KNN is a lazy learner, we use
the selected set of features for each of the respective feature sets and weighting scheme
combinations in the rest of our experiments. Note that the purpose of this preference is to
run the KNN on a low-dimensional feature space and our new baseline results are now turn-
ing into the f-scores obtained with feature selection.

(@) (b)
Figure 4 F-scores obtained with different boolean distance metrics employed on binary
weighted (a) trigram, (b) bow features.

After detecting the best set of features for each scenario, we performed classification ex-
periments using different distance metrics. In the first step, we used distance metrics intend-
ed for boolean vector spaces on the binary-weighted bow and trigram features selected by
chi-square. The results of these experiments are depicted in Figure 4 which shows that the
classification f-score is often increasing when the number of neighbors increases. In both
cases, metrics intended for binary vector spaces have similar behavior, but the Russellrao and
Kulsinski metrics are not often able to reach their respective baseline f-score. The highest re-
sults are obtained with Jaccard, Sokalsneath, and dice metrics in all cases. However, as seen
in Figure 4a, the best f-score of 0.7574 is obtained by both Jaccard and Sokalsneath metrics
on trigram features when the number of neighbors is 13. As seen in Figure 4b, on the other
hand, the best f-score of 0.8073 is obtained by the Jaccard metric on bow features when the
number of neighbors is set to 15. These results show that using Jaccard, Dice, or Sokalsneath
metrics on binary-weighted term-document matrix provides better results than using the eu-
clidean and other metrics intended for binary vector spaces.

In the second step, we performed KNN classification experiments by using different dis-
tance metrics intended for real and integer-valued vector spaces as well as three DML algo-
rithms (i.e., ITML, LDA, and PCA). In this step, we again obtained results for different cases
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where the weighting scheme, distance metric, and the number of neighbors are different.

As seen in Figure 5a, metrics except for Mahalanobis and ITML reach or go beyond the re-
spective baseline f-scores on binary-weighted bow features. The highest results are often
obtained by Bray-Curtis and LDA metrics of which the latter improves the highest respective
baseline f-score of 0.7804 to an f-score of 0.8064 when k is 15. As seen in Figure 5b, Cheby-
shev, Mahalanobis, Hamming, and Manhattan metrics are not able to reach the respective
baseline results almost in all cases.

(e) ()
Figure 5 F-scores obtained with distance metrics employed on (a) binary weighted bow, (b)
tf weighted bow, (c) tf*idf weighted bow, (d) binary weighted trigram, (e) tf weighted tri-
gram, and (f) tf*idf weighted trigram features.

The most successful metrics are again Bray-Curtis and LDA metrics of which the latter a-
gain improves the respective baseline f-score of 0.7614 to an f-score of 0.8118 which is the
best result on the tf-weighted bow features. As seen in Figure 5c, only PCA, LDA, and
Minkowski metrics reach the respective f-scores in all cases. Interestingly, the Bray-Curtis
metric is starting to fall behind the other metrics on tf*idf weighted bow features when the
number of neighbors increases. In this case, PCS and Minkowski metrics obtain an equal
f-score of 0.7881 which is the best score for this case and equal to the respective baseline
f-score when the number of neighbors is 13. On the other hand, LDA outperforms all of the
other metrics (including the baseline) and provides the second-best f-score of 0.7811 when
the number of neighbors is 7.
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The behavior of metrics seems not to have major changes on trigram features as well. As
seen in Figure 5d, ITML, Canberra, Chebyshev, and Manhattan metrics are again not able to
reach the baseline f-scores on binary-weighted trigram features. On the other hand,
Bray-Curtis and LDA metrics provide the highest results almost in all cases. The best f-score
of 0.7795 is obtained by the Bray-Curtis metric and this value is greater than the respective
baseline f-score of 0.7382 when the number of neighbors is 7. As seen in Figure 5e, Maha-
lanobis, Chebyshev, ITML, and Manhattan again do not reach the respective baseline
f-scores.

The most successful metrics are Bray-Curtis and LDA of which the LDA outperforms the
others in all cases. The best result of the LDA on tf-weighted trigram features is a value of
0.7863 which is greater than the respective baseline f-score of 0.6735 for setting the number
of neighbors to 13. Finally, as seen in Figure 5f, very similar behavior is observed such that
ITML, Mahalanobis, and Chebyshev fall behind the baseline method (i.e., euclidean) in all cas-
es. In contrast, Squared Euclidean, Bray-Curtis, and LDA outperform the baseline metrics in
all cases on tf*idf weighted trigram features. In this case, the highest results are often ob-
tained by Bray-Curtis which is providing the best f-score of 0.7574 which is higher than the
respective baseline f-score of 0.7346 when the number of neighbors is 13.

Table 3 Summarized results of the experiments for different distance metrics considering
the best and second best ones.

Feature Weighting Intended for --- VS . F-score # of
Set Scheme boolean real and The Best Metric(s) Obtained Respective Neighbors
integer Baseline
Bow Binary x V Bray—Curtis, LDA 0.8060, 0.8024  0.7804 15
Bow  Binary v x  Haccard, 0.8073, 08060  0.7804 15
[Dice, Sokalsneath]
Bow Tf X vV LDA, Bray—Curtis 0.8118,0.7994  0.7614 13
Bow Tf*idf X v [PCA, Minkowski], LDA  0.7881, 0.7886  0.7881 18,7
Trigram Binary X V Bray—Curtis, LDA 0.7574, 0.7464  0.7346 13
Trigram Binary VvV X [Jaccard, Sokalsneath]  0.7574 0.7384 13
Trigram Tf X V LDA, Bray—Curtis 0.7863, 0.7712  0.6748 13
Trigram Tf*idf X Vv Bray—Curtis, LDA 0.7795, 0.7560  0.7382 7

Summarizing all of the results obtained so far in Table 3 shows that there is a slight differ-
ence between using binary and non-binary intended metrics on binary term-document ma-
trices. On the other hand, using tf or tf*idf weighting often provides better results compared
to binary weighting.

Among the non-binary intended metrics, the most successful ones are often LDA and
Bray-Curtis which work better on tf-weighted data compared to the tf*idf weighted one. The
best result obtained so far is an f-score of 0.8118 produced by LDA on tf-weighted bow fea-
tures.

4 Conclusion

In this study, we investigated the effect of the distance metrics on the performance of the
KNN classifier employed for automatic TC task. For this purpose, we performed KNN classifi-



O. COBAN |77

cation experiments involving different distance metrics (of which three are distance metric
learning algorithms), feature sets, and weighting schemes. Our experimental results show
that Bray-Curtis and LDA metrics are often providing better results than other ones including
the standard Euclidean distance.

The success behind the LDA is due to the fact that it learns a new distance space and uses
it to measure the similarity between two instances. Bray-Curtis is, on the other hand, often
used in ecology and biology fields to measure dissimilarity between two samples. For TC, it
tries to measure the distance between two vectorized texts and according to our results of-
ten produces better results. We believe that the reason behind this success is due to the fact
that the Bray-Curtis is actually a normalization method that achieves this by dividing abso-
lute difference into summation of two vectors. This enables it to capture the similarity be-
tween two instances in a better way.

It is possible to obtain better results using bow features on the R8 dataset, however, the
performances of the distance metrics are not affected by the weighted scheme, and the
most robust one seems to be LDA. Bray-Curtis algorithm only falls behind the other metrics
only for tf*idf weighted bow features. This is possibly because the number of feature dimen-
sions is very low (40, see Table 2) for this case.

Considering our findings, we conclude that ML practitioners can prefer Bray-Curtis or LDA
distance metrics for their KNN classification of texts. However, LDA has higher computational
complexity compared to Bray-Curtis since distance metric learning algorithms have an inner
computing phase for learning new metric space. Hence, it seems that LDA or any other DML
algorithms can be used on small-sized text datasets, while Bray-Curtis can also be employed
on large-scale text datasets. In future work, we will try to include other DML algorithms in
our evaluation and provide their challenges on text data.
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