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ABSTRACT

With the rapid development of Internet technology, a rich set of e-government data are collect-
ed by the government departments. For example, a variety of feedback text data can be ob-
tained quickly and efficiently through various channels such as the mayor's mailbox. It is an ef-
fective way to improve the working efficiency of the government to extract hot topics from
large-scale e-government text data, establish the correlation between topics and geographic
space, and interactively explore the sources of public feedback problems. However, it is a diffi-
cult task to explore the large-scale e-government text data with traditional visualization meth-
ods such as word cloud, because too many words are hardly distributed in a limited space which
will largely disturb the visual perception. In this paper, we propose a visual analytics system for
large-scale e-government data exploration by means of simplified word cloud. Firstly, a repre-
sentation learning model is used to embed the text data into high-dimensional space to quanti-
tatively represent the semantic structure features of e-government text data. Then, the high-di-
mensional vectors are projected into a two-dimensional space where the coordinate distribution
of points effectively expresses the semantic similarity of original words, which also presents geo-
graphic features that can be quantized by means of a similarity computing model. In order to
simplify the understanding of large-scale e-government data and improve the cognitive efficien-
cy of word could, we adopt the adaptive blue noise method to sample the topic words, which
can simplify the visual expression of word cloud and improve the understanding efficiency of
e-government data without losing the semantic structure features. Furthermore, an abstraction
and visual analysis system for large-scale e-government text data is designed and implemented
by integrating the above representation learning model, sampling-based abstraction model of
word cloud, and topic and geographic correlation analysis model. This system provides conve-
nient human-computer interaction modes and supports users to explore the analysis and extrac-
tion of the characteristics hidden in large-scale e-government data. It also helps government
departments quickly locate the hot topics of public concern and their related regional distribu-
tion, and provides decision support to further improve the work efficiency of the government.
Case studies based on real-world datasets further verify the effectiveness and practicability of
our system.

KEYWORDS
E-government; Text mining; Text visualization; Visual analytics

* Corresponding Author



30 DATA SCIENCE AND INFORMETRICS

1 Introduction

E-government refers to the use of internet technology as a platform for exchanging informa-
tion, providing services and transacting with citizens, businesses, and other arms of govern-
ment (Scholta et al., 2019) . With the development and maturity of e-government mode,
government departments pay more attention to public participation in e-government and
provide efficient communication channels for the public to express their wishes(Shareef et al.,
2012). Thus, a rich set of e-government data are produced, which represent the will of the
public and are often collected in the form of text. Traditional e-government data analysis
methods often extract key information from the text data in a manual way, and then calcu-
late and predict the public's satisfaction with the government departments (Metaxas et al.,
2017; Song & Meier, 2018) . However, the process of traditional exploration methods is al-
ways cumbersome and complex, which usually requires repeated loading of summary and
statistical analysis, resulting in strong uncertainty of the results. Moreover, with the accumu-
lation of data volume and the increasingly complex data structure, the limitations of tradi-
tional processing and analysis methods are more prominent.

In the field of visualization, we often utilize bag-of-word models to mine the text topics,
and use word cloud to display the topic information. With the increase of data scale, e-gov-
ernment data mining and visualization face the following challenges: C1. Text topics are diffi-
cult to mine. E-government data is mostly in the term of short text, and the topic-mining
model based on bag-of-word is difficult to accurately extract the semantic information. C2.
Text data scale is large, and word cloud visualization method is not effective. Large-scale text
data are presented in a limited word cloud space, with serious crowding and overlap, result-
ing in visual redundancy and difficulty in accurate topic exploration. C3. The geographical
distribution is hard to be discovered intuitively in the word cloud. It is difficult to find the
geospatial distribution of the topic in the word cloud because of the separation between
them.

To tackle the above challenges, we design a visual analytics framework based on the sim-
plified word cloud to explore the large-scale e-government data. Firstly, a representa-
tion-learning model Word2vec is employed to extract topic features from e-government
short text data. The extracted features have realistic topic meaning and are helpful to under-
stand people's resource preferences. Then, an adaptive blue noise sampling model is con-
ducted in the word embedding space to extract keywords that can effectively express the se-
mantics of original data, which are further utilized to generate simplified word clouds with
semantic features preserved. Furthermore, the semantic similarity is calculated to establish
the relation between extracted topics and geographical space, and help users to explore the
spatial distribution of topics of interest. Finally, a rich set of convenient interaction modes
are integrated into the visualization system, enabling users to explore e-government related
topics and their spatiotemporal relationships. Case studies based on real-world datasets fur-
ther verify the effectiveness and practicability of our system, which can provide deci-
sion-making basis for the work evaluation and follow-up reform and innovation of the rele-
vant government departments. The main contributions of this paper are as follows:

(1) We design a semantic region-partitioning algorithm to recognize semantic topics in the
vectorized space obtained through representation learning, by means of which more correct
semantics will be extracted based on the essential characteristics of natural language.

(2) We propose a simplified word cloud generation method based on blue noise sampling
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to present the semantic topics of the original e-government data, by means of which the
overdrawn problem of words is tackled while the semantic topics are all preserved.

(3) The association between topics and geographic space is constructed in virtue of se-
mantic similarity, which is calculated with semantic distance of words and visualized on the
map. It really supports the visual analysis of spatiotemporal changes of semantic topics.

(4) A web-based visual analysis framework is implemented to integrate above models and
visual designs, by means of which users can explore the topics and geographic correlation
features of e-government data, and select the topics or regions of interest for specific analy-
sis.

The organization of this paper is structured as follows. Section 2 discusses the related work
of e-government data analysis. Section 3 introduces analysis tasks and workflow of the sys-
tem. Section 4 describes the innovation and realization of the algorithms in detail. The visual
analysis system and the intention of visual design are described in Section 5. Section 6 evalu-
ates the effectiveness of our system with case studies and expert interviews, and discusses
the shortcomings of the system. The last section summarizes the paper and looks forward to
the future work.

2 Related Work

In this section, we review the related work, including e-government data analysis, text min-
ing and visualization, and spatiotemporal data visualization

2.1 E-government data analysis

With the development of information technology, more people participate in the evalua-
tion of government work through e-government platforms. They express their views and
suggestions on the work of government departments, or consult their concerns to govern-
ment departments, etc., forming e-government data (Linders, 2012) . These data provide
good conditions for government departments to understand the hot issues of public con-
cern. In recent years, it is through the e-government platform that government departments
make public opinions play an increasingly important role in government performance evalu-
ation (Bai, 2013), public decision-making support (Nabatchi et al,, 2015) , etc. The work of
government departments is more inclined to reflect the public value, thus reducing the phe-
nomenon of government failure (Huang, 2004) and improving the governance ability of the
government. However, the basis for the public opinion to play its real value in government
governance is that government departments can correctly perceive and accept the opinions.
Therefore, how to accurately mine the key characteristics of e-government data, and correct-
ly perceive the main content of public opinion expression is extremely important.

Many scholars have conducted research on e-government data. For example, Stylios et al.
(2010) use sentiment analysis method to extract public opinions automatically and emotions
in online posts, to facilitate the government departments in the future work reference.
Mayasari et al. carry out sentiment analysis on tweets based on machine learning method,
and study the variation rule of public sentiment on government performance evaluation in
Surabaya, Malaysia (Mayasari et al., 2020) . Baojun et al. (2013), aiming at the content analy-
sis of public opinions in the context of smart cities, propose a methodological framework
based on LDA topic model to extract potential topics that the government or policy makers
may pay attention to and analyze the time series of discussion heat from large-scale opinion
information text. Yi et al. (2019) adopt LDA model to mine e-government data for gover-
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nance of bike-sharing policies, hoping to provide theoretical basis and decision-making sug-
gestions for the government to make policies more scientifically. Yimin (2018) believes that
whether urban planning and construction are well done or not is ultimately measured by the
satisfaction of the masses. The public opinions of the draft of urban master plan can reflect
the citizens' satisfaction with various areas of urban development in a specific period. They
utilize text-mining technology to analyze the e-government data of Beijing urban planning.
Zhengrong (2019) takes advantage of big data analysis technology to excavate the topic fea-
tures of public concern, so as to facilitate government departments to understand the key
information of public concern and better respond to public demand.

It can be seen from the above literature that some studies have focused on the mining and
analysis of e-government data. However, there are still three deficiencies in this field. First,
the number of literatures in this research field of e-government data analysis is still small, so
the study of this paper has a certain contribution nonetheless. Second, related studies have
not used professional visualization technology to make visual analysis of domain data, which
makes these studies fail to directly reveal the hidden features of public opinion data. Third,
the relevant research did not simplify large-scale data, did not relate the topic with the geo-
graphic space, and failed to adopt the depth mining and visual analysis of data features. In
view of the above three shortcomings, this paper conducts interactive visual analysis of
e-government data based on text mining and abstraction, which is of great significance to
explore the semantic characteristics of topics and the correlation characteristics with geo-
graphic space.

2.2 Text mining and visualization

With the popularity of social network, the scale of social network text data is getting larger
and larger. How to find valuable information quickly and accurately from these massive data
has become a major challenge in the field of information science and technology. Text min-
ing is a text processing technology that extracts meaningful information from unstructured
data and discovers the potential value of large-scale text information (He et al.,, 2013).

The essence of text is natural language. One way is to construct semantic embedding
space from the context of language to carry out text mining. Many previous works are based
on representation learning to mine language features. For example, Hotho et al. (2003) use
WordNet to convert word vectors into concept vectors, and measure the affinity between
documents by calculating the similarity between concept vectors. Kim et al. (2015) present a
hierarchical similarity measurement method based on search fragments on short texts to cal-
culate the similarity between short texts. Other scholars focus on the exploration and analy-
sis of linguistic models in textual data.BengioHolger et al. (2006) propose to learn the dis-
tributed representation of words and the probability function of word sequences simultane-
ously to counter the curse of dimensionality. Dauphin et al. (2017) develop a finite context
recognition method through stacked convolution, which allows parallelization on sequential
tags and can improve the processing efficiency of text data. Ghanbarpour and Naderi (2020)
propose a language model based attribute specific ranking method, which sort candidate
answers according to their semantic information until they reach the corresponding attribute
level. Collins et al. (2009) produce the concept of multi-model semantic interaction, in which
semantic interaction can be used to guide multiple models at multiple data scale levels to
enable users to solve larger data problems.Angus et al. (2012) introduce Conceptual Recur-
sive Graph to process text, which is a tool for drawing recursive graphs based on similarity of
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concepts rather than terms. They build a part of speech model and apply the algorithm to
measure the similarity between two sessions.

Clustering analysis of text data is another method of text feature mining.Beil et al. (2002)
propose two text-clustering algorithms: FTC plane clustering based on frequent sets and
HFTC hierarchical clustering.Yin and Wang (2014) present a folding Gibbs sampling algo-
rithm based on Dirichlet Polynomial Mixed Model Short Text Clustering (GSDMM) to solve
the problems caused by short text's sparseness, high dimension and large volume. The
method achieves a good balance between the completeness and uniformity of clustering re-
sults. In order to understand the attention of bioinformatics community to different
sub-fields, Janssens et al. (2007) deeply merge the text content with the structure of citation
graph, and improve the unsupervised clustering performance of text based on Fisher reverse
chi-square hybrid clustering method.

Text visualization refers to the process of transforming abstract data into visual graphics.
By extracting, transforming and mapping eigenvalues of data, the data is finally displayed in
the form of images, which is the basic technology of data visual analysis in this paper (Card
et al, 1999). As the saying goes, a picture is worth a thousand words, and more than 80% of
the information obtained by human beings from the outside world comes from the visual
system (Lei et al., 2014). The presentation of text data in a visual and intuitive form is con-
ducive to the analysis of the hidden information and knowledge behind the data. When con-
fronted with massive texts, people need to browse the main contents of each text or the
whole text set quickly, so it is necessary to display the text visually.

Word cloud is a commonly used text visualization method, which maps the size of words
in two-dimensional space by taking the frequency of occurrence of words as the correlation
measure. For instance, Wordle creates a presentation similar to the word cloud and uses a
heuristic method to optimize the use efficiency of the visual area (Viegas et al., 2009) Seifert
et al. (2008) introduce an algorithm for rendering compact visualization, which takes any
convex polygon as the boundary to obtain higher space utilization. Wang et al. (2018) design
a consistency preserving word cloud generation method, namely Edwordle, which allows
users to move and edit words while preserving the neighborhood of their words. Paulovich
et al. (2008) propose a kind of least square projection (LSP) to represent documents by ar-
ranging graphic marks in the visual space, and the distance of documents in the projection
space reflect the content similarity. Andrews et al. (2002) propose a method of hierarchical
organization of document sets to optimize the design of Voronoi diagrams and use bound-
ary polygons to visualize document sets of specific levels in the hierarchy.

2.3 Spatiotemporal data visualization

The spatiotemporal attribute is an important feature of text data, which refers to the time
attribute and the geographic attribute. Time attribute refers to the generation time of index
data, while geographic attribute refers to the specific place where behaviors and events oc-
cur or belong. Visualization of data with spatiotemporal attributes is conducive to exploring
data characteristics under different spatiotemporal conditions, to assist decision-making and
management.

In the field of data visualization, many scholars have discussed how to conduct efficient vi-
sual analysis of spatiotemporal data. Wang et al. (2014) explore the characteristics of vehicle
operation data at traffic checkpoints in Nanjing. They use dots on the map to describe the
geographic location of traffic checkpoints, and design attributes such as color, number of ar-
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rows and direction to represent the speed, direction and volume of traffic flow at different
checkpoints. Users can intuitively analyze and discover important traffic hubs and traffic flow
information in Nanjing. Pu et al. (2013) propose a visual analysis system T-Watcher. Accord-
ing to GPS data, the map is divided into raster points, which are clustered to form a regional
view, and the color brightness represents the traffic flow. The dense area of taxi passengers
can effectively present the distribution of hot spots in the city, thus helping the traffic de-
partment to monitor and analyze the complex traffic situation in big cities. Wu et al. (2016)
design a visual analysis system, TELCOVIS, which can effectively analyze urban crowd move-
ment behavior for recording the telecommunication data exchanged between mobile phones
and base stations in Guangzhou. This system focuses on the behavioral characteristics of
co-occurrence, and studies its feature extraction and association analysis. In addition, visual
effects such as contour tree diagram and parallel coordinate diagram of geographic view are
designed to help users quickly identify the common behavioral characteristics of the crowd,
and provide assistance and support for relevant departments to study and analyze urban
crowd activities and various kinds of derived social problems. Cao et al. (2012) make use of
Twitter data to develop a visual analysis system Whisper, which is able to analyze social net-
work public opinion effectively in real time by combining geographic information.

3 Task Analysis and System Overview

3.1 Data introduction

The data to verify the visual analysis system comes from the "Topic-Overview" section of a
city's network political platform, which published 28,357 e-government opinion data for the
city's three districts and four county-level governments between 2014 and 2020. The text da-
ta contains geographic attributes, which is suitable for the research objective of analyzing
the correlation characteristics between public concerns and geographic topics in this paper.
With this experimental data set, it provides a new perspective for the research on opinion
data of government work, and a convenient interactive visual analysis way for government
departments to understand the correlations between public concern topics and geographical
space.

3.2 Requirements analysis

Through close communication and in-depth exploration with domain experts, we have a
detailed understanding of the practical problems and interested directions of domain experts
in e-government data analysis, and finally summarize four visual analysis tasks.

T1. Visualization of semantic structure representation

The government is very concerned about the topics that people in different geographical
regions are most interested and how the level of concern varies. Data with geographical at-
tributes integrate the geospatial features of the topics, which lead to the distribution of the
topics covered by the data in different semantic regions. It is difficult for the classical topic
mining methods to obtain accurate semantics when extracting topics. Therefore, how to
characterize the text, construct semantic regions, and describe semantic correlations so that
the extracted topics contain correct semantics is very important.

T2. Visualization of topic semantic features
Displaying all the keywords in the layout space visually will cause serious overlap and occlu-
sion, which is not conducive to intuitive analysis of the meaning of the topics for users. How
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to sample representative words from a large number of keywords to minimize the loss of se-
mantic information and present the topic semantics clearly in a visual way is critical.
T3. Visualization of geographical distribution of topics

Topics that people are concerned not only share common characteristics, but also are af-
fected by the particularity of geographical regions, which leads to geographical differences
in topics. It is worth studying that how to establish the correlation between the topic and
geographical space, and visually express the distribution of topics in geographic space, to
show the hot issues that the government departments in different regions need to focus on
intuitively.
T4. Visual analysis system for geographical distribution characteristics of topics

How to integrate text mining algorithm, visualization and interaction to design a system
used by government departments for interactive visual analysis of topic and geographic cor-
relation features of e-government data is of great significance. It can provide convenient da-
ta analysis tools for government departments, realize the one-stop transformation and anal-
ysis of data into visual interface, interactively choose interested regions or topics according
to their own interests, and detect the changes in the topics of public concern in different re-
gions.

Figure 1 Flow chart of visual analysis system for large-scale e-government text data

3.3 System overview

The system flow chart of this paper is shown in Figure 1. Firstly, the data is segmented and
cleaned, and the geographical features of the data are extracted. Secondly, Word2vec, a clas-
sical model of word representation learning, is used to construct the semantic space of the
text data. t-SNE is employed to project the high-dimensional semantic vector into a two-di-
mensional plane, so as to facilitate the exploration of the semantic structure features of the
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data, and prepare for mining topics by dividing semantic regions according to semantic
structure. Then the blue noise sampling technique is adopted to extract the key semantic
features of each topic in order to determine which topics the public discusses. After that,
based on the results of representation learning, the semantic similarities between topics and
geographic opinions are matched by the semantic similarity calculation, to establish their
correlations. At last, by means of visualization technology, word representation learning, blue
noise sampling and semantic similarity calculation methods along with convenient interac-
tion are integrated into a visual analysis system effectively. It helps the government to ex-
plore the topics of public concern for government work and the correlations between topic
and geographic space deeply.

4 E-government Data Visualization

4.1 Visualization of semantic structure representation

Large-scale e-government data targeted at different regional governments integrate the
working characteristics of different functional departments and the special concerns of peo-
ple in many geospatial regions, making the data characteristics complex and diverse. Com-
pared with probability-based topic mining, it is more advantageous to extract topics from
the perspective of semantic structure. In this paper, the text data is represented as word vec-
tors, embedded into high dimensional semantic space, and the semantic similarity of words
is judged from the spatial distance, to obtain the hot topic information of e-government da-
ta. The specific process is as follows:

(1) Word embedding

Word2vec is a natural language processing method that converts words into vectors
through representation learning to express semantic information of text. By embedding
words into a semantic space where semantically similar words are close(Shen et al., 2014), it
is easy to judge the similarity between words according to geometric distance. Compared
with the classical methods of learning text representation through bag-of-word model,
Word2vec model takes full account of contextual semantic information and produces a high-
er learning quality(Tang et al., 2015). Therefore, in this paper we use Word2vec to represent
text data and construct semantic space to reveal semantic structure of words. Each word is
defined as a vector composed of word and word ID, and the corpus is generated by a series
of words, as shown in Equation 1.

D=(w;, W, ,W;s,..., Wy) (@H)]
where N is the count of words and D is the corpus generated by Word2vec training. In the
process of word representation learning, the setting of text window size has an important in-
fluence on the result. Formula 2 is used in this paper to optimize the learning result of the
model.

Tk
TL_ZJOQ p(th Wek jeeer Weak ) 2

where T is the size of text window, and the corresponding context words of a given word is
represented by p(W;| Wey.... Wi

(2) Dimensionality reduction

Words are converted to high-dimensional vectors by means of Word2vec model. However,
it is difficult to visually explore the semantic structure of data and calculate semantic dis-
tance in a high-dimensional vector space with hundreds of dimensions. Therefore, to solve
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the problem of visual occlusion and computation difficulty of high-dimensional vectors, it is
necessary to project high-dimensional vectors into two-dimensional space. t-SNE (t-dis-
tributed Stochastic Neighbor Embedding) (van der Maaten & Hinton, 2008) is an effective
way for dimensionality reduction of high-dimensional vectors. It is able to capture both local
and global features of data, and effectively retain the original features of data during dimen-
sion compression (Wattenberg et al., 2016). Due to the good performance in dimension re-
duction, t-SNE is used to project the representation learning results of Word2vec, to better
reveal the semantic similarity of Word2vec in two-dimensional semantic space through the
connection and closeness of words (Xia et al., 2018; Zhao et al., 2019).

(3) Semantic region division of topics

In order to further extract semantic features from the semantic space and obtain semantic
categories, so as to extract topics of government work opinion data, in this paper we use
DBSCAN (van der Maaten & Hinton, 2008) density clustering algorithm to classify words in
the semantic space into meaningful categories according to their densities. The core of DB-
SCAN clustering is the density of clustering objects, which defines the cluster as the maxi-
mum set of density connection points. It can divide regions with high enough density into
clusters and treat data points with low-density values as outliers. Since it is impossible to
predict the number of topics concerned by the public, it is obviously not feasible to control
the learning process by applying supervision conditions, such as setting independent vari-
ables and the number of target clusters. Compared with supervised clustering methods such
as K-means (Hartigan & Wong, 1979) and GMM (Ebeida et al., 2014), DBSCAN has good per-
formance under unsupervised conditions, so we choose DBSCAN clustering method to mine
topics.

(4) Structure representation

In order to capture the representation results more conveniently and verify the effective-
ness of the proposed method, we further design the representation projection view to ex-
plore the representation results quickly. Figure 2(a) shows the results of public opinion rep-
resentation. Each data point in the figure represents a word, and the closer the distance be-
tween data points is, the more semantically similar the words are. It can be seen that the
compactness of semantic structure is different among different semantic sections. Figure 2(b)
displays the topics that people are concerned, which are represented by different colors.

(@) Word2vec semantic structure representation (b) Topic of DBSCAN for clustering
Figure 2 Semantic structure representation and clustering

4.2 Visualization of topic features

(1) Blue noise sampling
Based on large-scale corpus, if all the words in a topic are arranged in the word cloud,
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they will overlap and block each other in the limited screen space, resulting in a lot of visual
confusion. Thus, it is impossible to perceive the semantics of the topic of interest clearly,
which affects the effective analysis of data. Therefore, sampling representative words from
large-scale data is an effective method to solve the serious occlusion of large-scale data lay-
out in limited space. In order to simplify the words in original topic and maintain the seman-
tic features, so that the sampled words can represent the original semantics of the topic to
the maximum extent, we use the blue noise sampling algorithm based on Poisson disc to
perform adaptive sampling for each topic. Blue noise sampling is a commonly used sampling
algorithm in the field of graphics, which simultaneously satisfies the randomness and unifor-
mity of the distribution of sampling point sets and can maximize the retention of the original
semantics of data. It has a wide application in point cloud sampling, texture rendering, geo-
metric processing and other aspects (Yan et al., 2015). In the sampling process, an active
point is selected randomly as the center by throwing dart, and the radius is set by the sam-
pling rate to generate the sampling disk. The generated Poisson disk must meet the mini-
mum distance characteristic, that is, only if the distance between the centers of any two Pois-
son disks is greater than the sampling radius, the generated sampling point is valid. If the
generated disk is inconsistent with the previous one, it will be rejected (Godwin et al., 2017).
To maintain the semantic structure of the original data, we use kernel density estimation to
evaluate the semantic structure density of the samples, with the formula as follows:

f(p)=2 ko (P - ;) 3)

where P = {py, ps ..., pn} is the coordinate position of a sequence of words, kh represents
the Gaussian kernel function, h represents the bandwidth used to control the smoothness of
the constructed density domain, and n is the total number of points in the local region. R=
r/f (p) is used to obtain the sampling radius, where ra is the sampling rate, which is the
number of subject words that the analyst needs to display.

In addition, the comparative experiment between random sampling and blue noise sam-
pling algorithm is added to further prove the superiority of blue noise sampling in the sam-
pling of topic words. The basic principle of random sampling is to select one sampling data
point randomly at a time, and the algorithm will automatically traverse all the data until the
total number of sampling data points meets the preset sampling rate requirements. Random
sampling is also one of the commonly used sampling methods in data abstraction.

(2) Word cloud

As mentioned above, topics with different semantics are obtained based on representation
learning, and then expressed by sampled words through blue noise sampling. In order to
display the semantic features of each topic visually, we use word cloud to show the topic
keywords that people are concerned. Word cloud is a very convenient and effective text visu-
alization technology. Words displayed in the word cloud are the topic words obtained by
blue noise sampling. The size of the word represents the occurrence probability of the word
in the document. The greater the occurrence probability, the larger the size of the word in
the word cloud. Figure 3 shows the word cloud view of topic 8 and topic 11, in which we can
directly see that topic 8 focuses on education, while topic 11 focuses on medical care. Both
of them have clear semantics.
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(a)Topic 8 (b)Topic 11
Figure 3 Word cloud of topic

Moreover, we also design a multi-topic semantically preserved word cloud to display the
top five hot topic words of each region simultaneously. Firstly, the layout space of the word
cloud is divided, and the same topic words are placed in the same area. Secondly, according
to the attribution of words to a topic, the keywords of different topics are rendered with the
corresponding topic colors in the representation space.

4.3 Visualization of geographical distribution features of topics

(1) Exploration of geographical distribution features of topics
In order to further explore the distribution characteristics of topics in geographical space,
we introduce the concept of semantic similarity calculation to analyze the correlation
between topics and geographical space. Semantic similarity calculation (Palangi et al., 2014)
refers to a method to calculate semantic association of text by calculating semantic distance
between two texts to carry out similarity matching. Semantic similarity computing has been
widely used in intelligent search and matching, machine translation, etc. Drawing on the
concept of semantic similarity computing, we match the topic with the semantics of public
opinion in different geographical regions to obtain their associations. The vector coordinates
of the words in the topic in the two-dimensional semantic space are defined as:
Li=((x, y1)(%, y2)-. (X0 Ya)) 4)
where n is the number of words in the topic corpus,(x; y) is the vector coordinate of word i
in semantic space, and L; represents the coordinate set of word vector. The vector of words
in the semantic space of the geographic regional corpus is defined as:
Li=((x, y1)( X2, ¥2)eee (Xms Yim)) (5)
where m is the number of words in the geographic corpus,(x;, y) is the vector coordinate of
word j in semantic space, and L; represents the coordinate set of word vector. Considering
the difference of word vectors in semantic direction, we use cosine distance to match the
text, and the formula is shown in 6:

n m

L L Z(Xuy.) Z(x,,y,)
||L|| |L||
ZX+y, Zx+yj

In our system, the semantic similarity between topic corpus and geographic corpus is used
to represent the association between topic and geographic information. The more similar the
semantics is, the greater the degree of correlation is, indicating that the attention of that

(6)
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topic in the geographic area is higher.

(2) Visualization of geographic distribution features of topics

This section designs the visualization scheme of the geographic distribution features of
topics, including the visualization of the geographic distribution features of a certain topic
and the visualization of the hot topics of a certain region. Firstly, a visual display of the distri-
bution of attention heat in different regions is designed for a certain topic. We use map view
to facilitate government departments to analyze the distribution characteristics of the topic
in different districts and counties. Figure 5(a) is a map of the administrative divisions of a
city, including 7 districts. Different colors are used to fill different districts according to how
much attention each county pays to the topic. The darker the color is, the higher the atten-
tion of the topic in a certain district. In Figure 5, (b) shows topic 2, which deals with the man-
agement and planning of land and resources in rural construction; (c) displays topic 3, which
is about the renovation and demolition of dilapidated houses; (d) is topic 15, which is related
to construction, contract signing and tax payment. From the distribution differences of dif-
ferent topics on the map, it can be seen that topic 2 has a higher attention heat in districts 2,
3 and 4; topic 3 has the highest attention heat in districts 2, 4 and7; and topic 15 has a high-
er attention heat in districts 1, 5, and 6.

Secondly, in order to support the government departments to further select specific re-
gions of interest and analyze the hot topics that people are concerned about in a certain re-
gion, we further design the visualization of hot topics in a region. By clicking on a region in
Figure 4(e), the corresponding top 5 hot topics in that region will be highlighted in Figure 4
(b), and the topic word cloud in Figure 4(c) will be replaced with the corresponding topic
word cloud for a region of concern.

(a)Original map (b)Topic 2

(c)Topic 3 (d)Topic 15
Figure 4 Geographic distribution features of topics

4.4 Visual analysis system

In order to facilitate government departments to understand the differences in topics of
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public concern in different regions and adjust the direction of work more accurately, a visual
analysis system of topic and geographic correlation characteristics is designed to help gov-
ernment departments conduct convenient interactive visual analysis of public opinions. The
interface of the system is shown in Figure 5. Its main views include: (a) Control panel, which
helps users adjust and control relevant parameters. (b) Representation visualization of se-
mantic structure of opinions, which is used to show the semantic structure of public opinions
and the topic of concern. (c) Topic semantic feature cloud visualization, describing the se-
mantic features of the topic obtained based on Word2vec, DBSCAN and blue noise sam-
pling, and showing the semantic features of the top five hot topics in each district. (d) Data
overview window, showing topics obtained after multiple processing and the number of
words on topics. (e) Visualization of the geographic distribution characteristics of topics,
which describes the distribution characteristics of each topic in different districts and coun-
ties. (f) Opinions display window for displaying the corresponding original opinions of differ-
ent districts and counties, and the topic words contained in the original opinions.

In order to facilitate the government departments to choose the corresponding topics or
regions according to their own interests for analysis, the system provides a large number of
convenient man-machine interaction window linkage operation. Users can quickly analyze
and explore the hot topics of public concern and the geographical spatial distribution char-
acteristics of the topics. The text mining algorithm encapsulates the required features in the
back-end database after mining. By loading data for visual display in the front-end system,
government departments can conduct visual analysis of data according to their own inter-
ests.

Combined with the algorithm function and according to the research objectives of this pa-
per, the interaction design of the system is as follows. After the system loads the data, first,
when clicking the Word2Vec button in Figure 5(a), the system displays the Word2Vec se-
mantic structure representation projection diagram in Figure 5(b). If the DBSCAN button is
clicked, Figure 5(b) shows 17 topics, each represented by a cluster of different colors. Sec-
ondly, click on any one in the topic bar chart in Figure 5(d) to highlight the position of the
topic in Figure 5(b) and the sampled words of the topic synchronically. All other topics are
diluted. At the same time, the word cloud of this topic is shown in Figure 5(c), and the heat
distribution of this topic is interactively shown in Figure 5(e) as well. Finally, when clicking on
a district in Figure 5(e), the top 5 hot topics and sampled words of this region are highlight-
ed in Figure 5(b), and word clouds of the top 5 hot topics of this region are shown in Figure
5(c). The original opinion data of the district and county are displayed in the opinion display
window in Figure 5(f), and the topic words of each district and county are highlighted in the
opinion display, too. Interaction design will be demonstrated in case studies more realistical-

ly.

5 Evaluation

In this paper, we adopt React, Python, D3.js and other technologies to implement a
Web-based visual analysis system. It supports users to explore topic and geographic associa-
tions for large-scale e-government text data. The effectiveness and usefulness of the algo-
rithm and visual analysis system are verified through a series of cases on real data sets.
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Figure 5 Visual interface of visual analysis system

5.1 Case Study

In the process of specific case study, we invite users with experience and needs of
large-scale e-government text data analysis to use the designed system. The data analysis
process and feedback of users are summarized, recorded and analyzed from the visual
analysis perspectives of topic representation structure and semantic features, algorithm
comparison and geographic spatial distribution features of topics.

Case1 Visual analysis of topic representation structure and semantic features

This section makes a visual analysis of the representation structure and semantic features
of the topics of public concern through specific case data. Users select topics 5, 6, 9 and 14,
whose word cloud diagrams and the corresponding semantic structure representation views
are shown in each sub-graph in Figure 6. The highlighted cluster in Fig. 6(b) is the semantic
structure representation view of topic 5 in semantic space, in which the highlights with the
cross symbol are the sampled data points that correspond to the words in Fig. 6(a). These
sampled points are evenly distributed in the topic cluster. It can be seen that the
representative words of topic 5 in the word cloud keep the original semantics of topic 5 well,
without serious loss of original semantics due to sampling. Further analysis of the topic
semantic representation structure diagrams of topics 6, 9 and 14 selected by users, namely 6
(d), 6(f) and 6(h), shows that the distribution of sampling highlights is also relatively uniform.
Therefore, it can be inferred that blue noise sampling can keep the semantic information of
the original topic to the maximum extent, and optimize the spatial distribution of the topic
words in the word cloud to avoid the problem of incomplete perception of the semantic
information of the topic caused by visual clutter and occlusion.

Using the four topics selected by users, the semantic features expressed by the topics are
further analyzed visually, to judge which topics the public concerns. As shown in Figure 6(a),
the representative topic words are salary increase, employee salary, in-service employee
welfare, treatment, internship, enterprise, company, etc. It can be seen that topic 5 is about
wages, labor relations, labor security and other aspects that people pay close attention. The
government should formulate more comprehensive labor law and related regulations, and
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strictly enforce the law to ensure the benefits of workers. In Figure 6(c), the topic words are
urban roads, vehicles, tickets, street vendors, no parking, traffic flow, roadblocks, streetlights,
speed bumps, etc. It can be seen that topic 6 is about urban management, which reminds
the city to improve in the management of traffic and street vendors.

(a)Topic 5 (b)Semantic structure representation for topic 5

(c)Topic 6 (d)Semantic structure representation for topic 6

(e)Topic 9 (f)Semantic structure representation for topic 9

(g)Topic 14 (h)Semantic structure representation for topic 14
Figure 6 Visual analysis of topic representation structure and semantic features

In Figure 6 (e), the subject words are electric quantity, natural gas, power company,
leakage, meter box, faucet, etc. It can be seen that topic 9 is about water supply, power
supply and gas supply. People have a strong demand for basic conveniences of life, and
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relevant departments should listen to public opinions, do a good job in providing services
and adjust prices reasonably. In Figure 6(g), the topic words are bus, bus company, driver,
public transportation, train number, station, ticket, toll booth, etc, and users can easily
perceive that topic 14 is about transportation. This shows that the public's demand for
convenient transportation is very strong, and the government departments should actively
provide more public transportation services.

Case2 Visual analysis of algorithm comparison

This section further verifies the validity of blue noise sampling applied to semantic feature
preservation of the topic by comparing it with random sampling algorithm. As shown in
Figure 7, we selected three topics to compare the differences between blue noise sampling
algorithm and random sampling algorithm in semantic feature preservation of topics.

Figure 7(a) is the word cloud of topic 2, and the red highlighted part in figure 7(b) is the
position of topic 2 in the semantic space, where the data points marked by crosses are the
words sampled by the blue noise sampling algorithm, corresponding to the topic words in
the word cloud. The red highlighted part in Figure 7(c) is also the position of topic 2 in the
semantic space, where the data points marked by the cross are the words sampled by the
random sampling algorithm. According to the distribution of sampled data points in Fig. 7(b)
and Fig. 7(c), it can be perceived that the blue noise sampled data points have a relatively
uniform distribution in the semantic space of the topic. While the results of random
sampling show an irregular distribution, with either too many local sampling points or too
few local sampling points. In Figure 7 (c), the three unsampled local regions are further
framed. That is to say, the semantics of these three local regions will be missing when the
random sampling algorithm is used to sample representative topic words, resulting in
incomplete semantics when the semantic features of the topic are perceived in the word
cloud.

Next, for topic 7, whose word cloud is shown in 7(d), from which we can know that topic 7
is about teaching qualifications and campus life. From Figure 7(e) and 7(f), it can be seen that
the distribution of sampling points of highlighted topics is still relatively uniform in the case
of blue noise sampling, and relatively uneven in the case of random sampling whose data
points in two local semantic regions are not sampled.

Finally, through the analysis of topic 10, it can be seen that the blue noise sampling points
in Fig. 7(h) present a relatively uniform distribution. However, the random sampling points in
7 (i) are not evenly distributed. In the upper left and lower right parts of the purple
highlighted cluster, there is a large semantic area that does not involve any sampling points,
respectively. It can be seen that the result of random sampling leads to serious loss of
semantic information.

(a)Topic 2 (b)Distribution of blue noise (c)Distribution of random sam-
sampling for topic2 pling for topic2
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(d)Topic 7 (e)Distribution of blue noise (f)Distribution of random
sampling for topic7 sampling for topic7

(g)Topic 10 (h)Distribution of blue noise (i)Distribution of random
sampling for topicl0 sampling for topicl0

Figure 7 Comparison between blue noise sampling and other sampling algorithms

Case3 Visual analysis of geographic distribution characteristics of topics

This section further provides the visual design of the geographical spatial distribution fea-
tures of topics, to facilitate the government departments to perceive the geographical spatial
distribution of the topics of public concern visually. The specific visual design includes select-
ing a topic of interest, exploring the distribution characteristics of the topic in the geograph-
ic space and selecting a region of interest to explore the top 5 topics most relevant to the
region.

As shown in Figure 8, the geographic distribution characteristics of the topics are dis-
cussed through the user's selection of 4 topics. First, from the word cloud in Figure 8(a), it
can be seen that topic 3 is about related to the renovation of dilapidated houses and the de-
molition of houses, which attracts the highest attention in districts 2,4 and 7. Therefore, peo-
ple in these three districts pay more attention to the topic related to the reconstruction and
demolition of houses than those in others. Then, the user clicks topic 4, and it can be seen
from Fig. 8(c) that topic 4 focuses on issues related to house purchase, mortgage and deed
tax. Fig. 8(d) shows that the topic has the highest attention in districts 5 and 16, and relative-
ly low attention in districts 2, 3 and 4. When the user chooses topic 13, it can be found from
Fig. 8(e) that the semantics of topic 13 is about social security, and as shown in Fig. 8(f), this
topic has the highest attention in districts 6 and 7. Finally, the user chooses topic 15, and it
can be found from the word cloud in Figure 8(g) that topic 15 is related to project construc-
tion, project tax payment and project contract signing. Topic 15 attracts more attention in
districts 2 and 1 than other counties, as shown in Figure 8(h).
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(a)Topic 3 (b)Geographic distribution features for topic 3

(c)Topic 4 (d)Geographic distribution features for topic 4

(e)Topic 13 (f)Geographic distribution features for topic 13

(9)Topic 15 (h)Geographic distribution features for topic 15
Figure 8 Visual analysis of geographic distribution features for topics

Furthermore, visual analysis of hot topics in a certain region is provided. By selecting a dis-
trict or county, users can visually see the top 5 topics of concern in the region. As can be
seen from Figure 9(a)- (c), the top five topics that district 2 pay attention to are Topic 1:
household registration, family planning and marriage registration, etc., Topic 2: rural con-
struction and land management, Topic 3: housing demolition and reconstruction, etc., Topic
11: medical treatment, and Topic 14: public transportation. When the user selects district 3 in
Figure 9(d), Figure 9(e) shows the top five topics of concern for the district, and Figure 9(f)
synchronization shows the corresponding word cloud. Users can perceive that the top five
topics of concern in district 3 include topic 2: rural construction and land resource manage-
ment, topic 6: city traffic management, topic 10: the urban environment and pollution con-
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trol, topic 14: public transportation, and topic 16: community management. The user further
clicks district 4 in Figure 9(g). Figure 9(h) shows the top 5 topics most relevant to district 4,
and Figure 9(i) shows the word cloud of the 5 topics. The users can easily perceive the five
most relevant topics of district 4 as topic 2: rural construction and land resource manage-
ment, topic 3: housing demolition and reconstruction, etc., topic 6: urban traffic manage-
ment, topic 14: public transportation, and topic 16: community management.

(a)District 2 (b)Top 5 hot topics for district 2 (c) Word cloud of top 5 hot
topics for district 2

(d)District 3 (e)Top 5 hot topics for district 2 (fWord cloud of top 5 hot
topics for district 2

(g)District 4 (h)Top 5 hot topics for district 2 (i)Word cloud of top 5 hot
topics for district 2

Figure 9 Visual analysis of hot topics

From the analysis of the above figure, it can be seen that although there are some differ-
ences in the hot topics concerned by different districts, there are also some common points.
For example, from the point of view of traffic development, the three counties are more con-
cerned about traffic problems. In combination with the reality, these three districts and
counties are relatively deficient in economic and transportation development. People rely
heavily on public transportation for travel, so they may pay more attention to the develop-
ment of transportation and road construction. In addition, the three hot topics of regional
discussion are all related to rural construction, land resource management and crop cultiva-
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tion. Combined with the actual situation, we found that these three areas belong to the sub-
urban counties, which have natural advantages in the development of crop planting and ani-
mal husbandry. Moreover, compared with the southern mountains, these three areas belong
to the plain terrain and the terrain is relatively gentle. Therefore, when addressing livelihood
issues, government departments should not only pay attention to the topics of common
concern, but also take measures according to local conditions and plan public service and
resource allocation policies according to the actual problems in each region.

5.2 Discussion

In this paper, the method of large-scale e-government text data exploration is to use the
word representation learning method to obtain the semantic structure features of large-scale
text data, and then use the density clustering method to explore the semantic region in the
representation space to obtain the topic of government work opinion data. Then the topic
words are obtained based on blue noise sampling. This method can divide topics based on
semantic structure density, and effectively retain semantic information of original data while
reducing visual clutter of large-scale network, so that users can better perceive topics. In ad-
dition, the association between topic and geography is constructed based on semantic simi-
larity calculation, which draws on the method of calculating semantic similarity between two
text datasets in the field of natural language processing. This method can well measure the
degree of association between topic and geographic information. However, there are still
some problems in this paper that have not been well solved and need to be further studied.

Firstly, by embedding words into vectorized space, geometric distance can be used to ef-
fectively represent semantic similarity of words. Nevertheless, due to the randomness of
word representation learning and the approximation of t-SNE dimension reduction, some er-
rors will inevitably occur. In the future work, this study will try to design a better topic min-
ing model, so as to mine the topics of public concern more accurately and reduce the errors
caused by the randomness of the model. Secondly, in addition to the deviation caused by
representation learning and dimensionality reduction, blue noise sampling will also lead to
the loss of original information. In future research, we will try our best to design a better al-
gorithm to optimize blue noise sampling, or avoid using this method, but still optimize the
layout of the subject word in the visual space. Finally, when visual analysis of the topic and
geographic association features is conducted, due to the limitation of data acquisition, only
the data of different districts and counties in a certain city is used. Therefore, in the research
on the association between people's concern topics and geographical space, the difference
analysis of people's concern topics in different regions is only limited to the comparative
analysis of small geographical space areas. Even though different districts and counties have
differences in economic conditions, terrain conditions, political status, social culture and oth-
er aspects, which makes the focus of people in different regions will be different to some ex-
tent. But we hope that future work will be able to take data from more places over a larger
geographic area, so that we can study whether people's concerns are more markedly differ-
ent in places that are geographically distant. This will also have a greater reference value for
the government's more macro policy control.

6 Conclusion
In this paper, we explore the abstraction of large-scale e-government text data, and design
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a visual analysis system to analyze large-scale text data in a convenient visual way. Firstly, the
word representation learning method is used to embed the text data into the high dimen-
sional vector semantic space. The two-dimensional semantic space is constructed by dimen-
sionality reduction. According to the semantic structure of words, the density clustering al-
gorithm based on the semantic structure is selected to divide the semantic region of the
constructed two-dimensional plane, so as to mine the topic of public concern. Then the blue
noise sampling algorithm is used to mine the representative topic words. After that, the as-
sociation between topic and geographical space is established based on semantic similarity
calculation. Secondly, we integrate the algorithms t0 design the flexible interactive visual
analysis system of large-scale e-government text data. Finally, the validity of the algorithm
and the system is evaluated through the real data set to further verify the practical value of
the system.
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