E DATA SCIENCE AND INFORMETRICS
VOL.1, NO.2, MAY. 2021

Algorithms mention in full -text content of article
from NLP domain: A comparative analysis between
English and Chinese

Chengzhi Zhang', Ruiyi Ding, Yuzhuo Wang

Department of Information Management, Nanjing University of Science and Technology, Nanjing,
China

ABSTRACT

Algorithms play an increasingly important role in scientific work, especially in data-driven
research. Investigating the mention of algorithms in full-text paper helps us understand the use
and development of algorithms in a specific domain. Current research on the mention of
algorithms is limited to the academic papers in one language, which is hard to comprehensively
investigate the use of algorithms. For example, in papers of Chinese conference, is the mention
of algorithms consistent with it in English conference papers? In order to answer this question,
this paper takes NLP as an example, and compares the mention frequency, mention location and
mention time of the topl0 data-mining algorithms between the papers of the famous
international conference, Annual Meeting of the Association for Computational Linguistics (ACL),
and the Chinese conference, China National Conference on Computational Linguistics (CCL). The
results show that compared with ACL, the mention frequency of top10 data-mining algorithms
in CCL is slightly lower and the mention time is slightly delayed, while the distribution of
mention location is similar. This study can provide a reference for the research related to the
mention, citation and evaluation of knowledge entities.
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1 Introduction

Influenced by the environment of big data, algorithms are widely used in scientific re-
search and application. In 2012, the Digital Humanities Laboratory at the Swiss Federal Insti-
tute of Technology launched a project called “Venice Time Machine” , which used machine
learning algorithms to reproduce Venice's long-standing history in a dynamic digital form
(Abbott, 2017). At the same time, in most of the data-driven research, algorithms are used
to process data and solve various tasks such as classification, clustering, etc.

Ding et al. (2013) proposed the Entity Metrics, dividing the academic entities into evalua-
tion entities and knowledge entities, and the algorithm is a typical kind of knowledge entity.
Academic papers are gorgeous sources of identifying and evaluating knowledge entities.

* Corresponding Author: zhangcz @njust.edu.cn
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With more full-text database opening for free, acquiring full-text data of academic papers
becomes more convenient, which provides scholars opportunities in analyzing mention or ci-
tation and evaluating academic influence of knowledge entities based on the full-text con-
tent (Belter, 2014; Pan et al., 2018; Pan et al., 2016; Wang et al, 2016) . However, re-
searchers only consider the full-text papers in one language, which is difficult to reveal the
application of knowledge entities in different countries. Meanwhile, in most research, schol-
ars only consider the number of times that knowledge entities is cited or mentioned which
might lead to a one-sided result.

Compared with other knowledge entities, algorithms did not get enough attention. There-
fore, this paper takes the domain of NLP as an example, and explores the mention of the
topl0 data-mining algorithms (Wu et al., 2008) in the full-text academic papers respective-
ly. Specifically, this article attempts to explore the mention frequency, mention location and
mention time of the algorithms in NLP papers. NLP is a domain centering on data processing
and technical practice, in which data-mining algorithms are extensively used. Therefore, aca-
demic papers of NLP are suitable for exploring mention of data mining algorithms. It is be-
lieved that the comparative study helps scholars understand the usage and distinction of al-
gorithms in a specific domain, and also enables them to comprehend the differences and
similarities in the research of different areas.

2 Related works

Knowledge entities are the mediums of knowledge units in the scientific literature, includ-
ing keywords, datasets, algorithms, software, key methods, theories and so on (Ding et al.,
2013) . At present, the research on the mention or citation of knowledge entities mainly fo-
cus on datasets and software.

A summary of the research on mention of dataset: Currently, the application of dataset in
academic research is not standardized ( Samiya et al, 2017). In order to guide quoting
dataset scientifically and promote dataset sharing, many scholars began to study the men-
tion or citation of dataset. Belter and Browman (2014) took three datasets in the field of o-
ceanography as the objects and counted the cited times so as to evaluate them. Wang et al.
(2016) collected full-text papers of bioinformatics and evaluated the influence of dataset ac-
cording to the cited and downloaded times. Robinson-Garcia et al. (2016) found that there
are large differences in citation of dataset among different disciplines.

A summary of the research on mention of software: The research on the mention or cita-
tion of software provides insights into the rules of scholars using software and reveals the
role of software in scientific research (Pan, 2018). Pan et al. conducted a series of studies on
the mention, citation and evaluation of software in the full-text papers, and found that there
are a large number of non-standard citations (Pan, 2018; Pan, 2016; Pan et al., 2015). Howi-
son et al. explored the way software was mentioned in the full text of academic literature in
biology, discovering that most of the citation did not meet the specification ( Howison,
2016) . Li (2017) considered the mention and citation of R software as well as its software
packages in the academic articles, finding that core software, software packages and soft-
ware functions play different roles in scientific research.

However, algorithm, as a knowledge entity (Ding et al., 2013) , got little attention on the
mention or citation in previous work. Mike and Nabeil. (2015) concluded that the mention
of algorithm in journal papers has increased dramatically from 2004 in Library and Informa-
tion Science. Wang et al. examined the mention of algorithms in the papers of ACL confer-
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ence based on the frequency, location and tasks that algorithms used to solve and evaluat-
ing the influence of them (Wang & Zhang, 2017; Wang & Zhang, 2018; Wang & Zhang 2020) .

To summarize, the existing research about the mention or citation of knowledge entities
mainly focuses on dataset or software, lacking to the algorithms; in addition, most studies
only consider the times of citing, leading to one-sided results.

3 Methodology

Research on NLP includes the processing of large amounts of data and it's suitable for
studying the mention of data-mining algorithms. As shown in Figure 1, firstly, this study col-
lected full-text dataset of papers from two conferences, and compiled an algorithm dictio-
nary manually. Then we extracted algorithm sentences based on the dictionary, and exam-
ined the mention of topl0 data-mining algorithms, including mention frequency, mention
location, and mention time. Finally, we compared the obtained results between the two con-
ferences.

Figure 1 Framework

3.1 Dataset

In the field of computer-related disciplines, the impact of conference papers is higher than
that of journal papers, and the research topics are more advanced (Qian et al.,, 2017; Lorcan
et al,, 2010) . Thence the conference papers of NLP are collected as the dataset for our re-
search. The full-text paper of two top-tier conferences in NLP domain, namely, ACL! and CCL?
were choose. ACL is the highest-level international academic conference in NLP, sponsored
by the Computational Linguistics Association; CCL is the most famous and largest Chinese a-
cademic conference in NLP.

We obtained the full-text data between 1993 and 2016 from the website of the two con-
ferences, including 4,471 ACL papers in XML format and 1,767 CCL papers in PDF format. In
order to facilitate computer processing, we converted all PDF documents into plain text
(TXT) format by the OCR function of CAJVIEVER®. Subsequently, we manually label the 1,767
full-text papers in TXT format into XML format according to the tags shown in Table 1, and

" ACL papers are downloaded from ACL Anthology (Digital Archives of Computational Linguistics Research Papers) at https:/
aclanthology.coli.uni-saarland.de

2 CCL papers are downloaded from the official website of the Computational Linguistics Committee of the Chinese Information
Society at http://www.cips—cl.org/webmirror

3 The official website of the software is: http://cajviewer.cnki.net
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corrected the format errors and scrambled letters. Figure 2(a) and 2(b) show the specific la-

beling result of English paper and examples of Chinese paper respectively.

Table 1 Tag description of dataset

Tag

Description

<title_chineses>... </title_chinese>

Chinese title of paper

<author_chineses... </author_chinese>

Chinese name of author

<abstract_chinese>... </abstract_chinese>

Chinese abstract

<keyword_chinese>... </keyword_chinese>

Chinese keywords

<title_english>... </title_english>

English title of paper

<author_english>... </author_english>

English name of author

<abstract_english>... </abstract_english>

English abstract

<keyword_english>... </keyword_english>

English keywords

<chapters... </chapter>

Chapter starts and ends

<chapter_title>... </chapter_title>

Heading of chapters

<chapter_sub_title>... </chapter_sub_title>

Heading of sections

<para>... </para>

Para starts and ends

<section type=<Introduction|Related workIMethod|EvaluativelResult|

Type of every chapter
Conclusions... </section>

<title_english>Power Law for Text Categorization</title_english>

<author_english>Wuying Liu, Lin Wang, Mianzhu Yi</author_english>
<Abstract_english><section=abstract>Text categorization (TC) is a challenging issue, both in the TREC
email spam filtering task and the Chinese web---.. </Abstract_english>
<keyword_english><section=keyword>Text Categorization, Power Law, Online Binary TC, Batch
MultiCategory TC, TREC</keyword_english>

<chapter>

<chapter_title><section=introduction>1 Introduction</chapter_title>

<para>Automated text categorization (TC) has been widely investigated since---.. </para>

</chapter>

(@) A labeling example of English paper*

<title_chinese>ETF =70 1T SIRENGEAZT </title_chinese>

<author_chinese>F#g , gitiX</author_chinese>
<abstract_chinese><section=abstract>#;EIREUE B AR = BRI PEEAVATIRER. .. ... LA
XS AEBD RIS, </abstract_chinese>

<keyword_chinese><section=keyword>#tSFKEN ; 23188 ; &17 ; B33 </keyword_chinese>
<chapter>

<chapter_title><section=introduction>1 5|5 </chapter_title>

<para> #SFKE (Concept Acquisition) MFRELSZS (Concept Learning) ... ... </para>

</chapter>

(b) A labeled example of Chinese paper®
Figure 2 Example of labeling result

“The original paper corresponding to this sample is at: http://www.cips—cl.org/static/anthology/CCL-2013/CCL~-13-064.pdf
® The original paper corresponding to this sample is at: http://www.cips—cl.org/static/anthology/CCL-2014/CCL-14-008.pdf
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3.2 Algorithm dictionary construction and algorithm sentences extraction

We used a dictionary-based approach to identify algorithms from the full text of academic
papers. According to Top 10 Algorithms in Data Mining ( Wu, 2008), we obtained the
standard names of the ten algorithms. Then we used these full names as queries to search
on Google Scholar® and Wikipedia’, acquiring alias for each algorithm based on the
descriptions of algorithms in related papers and Wikipedia explanations. In addition, Chinese
alias of algorithms were collected with the same approach on CNKI® and Baidu Baike®. Finally,
we constructed the top10 algorithm dictionary shown in Table 2.

Table 2 ToplO data-mining algorithm dictionary

No. Standard name Alias in English Alias in Chinese
1 C4.5 - -
2 K-means k means k198, k 13
3 Support vector machines | support vector machine, svm, svms | SZ#EIEW], STEREN]
4 Apriori - -
5 | expectation maximization | expectation-maximization, EM RAHERZE ESAEE
6 PageRank PR -
7 Adaboost Adaptive Boosting -
KNN k-nn k nearest neighbor k near-
. est neighbour k nearest neighbors k|  _._ NN
8 | K-nearest neighbor i ) K RIEeB, kIEeB
nearest neighbours .k —nearest neigh-
bors
Naive —bayes .naive —bayes .NB Naive
9 Naive Bayes I ) y ) 4 FhEUNHER
Bayesian .Naive Bayes
10 CART classification and regression trees -

For a name of an algorithm, we matched it with the content of each sentence in a paper,
and the specific sentence containing the name were defined as algorithm sentence. The
name of algorithm and algorithm sentence containing the name were recorded simultane-
ously. At the same time, the title of chapter where the algorithm sentence locates and the ID
of article were also recorded. Finally, we acquired a total of 8,303 algorithm sentences with
the corresponding type of chapter and article ID, including 5,975 algorithm sentences from
1,323 ACL papers, and 2,328 algorithm sentences from 354 CCL papers.

3.3 Comparative analysis on the mention of algorithms

(1) Mention frequency of algorithms
The mention frequency is the times that an algorithm is mentioned in a paper. We divided
the mention frequency into two indicators: the number of papers mentioning algorithms and
the average times of mention. The number of papers mentioning algorithms refers to the

¢ The website of Google Scholar is: https://scholar.google.com
7 The website of Wikipedia is: www.wikipedia.org

8 The website of CNKI is: https://cnki.net

¢ The website of Baidu Baike is: https://baike.baidu.com
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Count One, regarding the article as the statistical unit, that is, no matter how many times the
algorithm is mentioned in a paper, it is only recorded once. The average times of mention is
calculated by formula (1) , in which total times of mention refers to the Count X (Ding et
al, 2013a) , taking the sentence as the statistical unit, that is, the number of sentences men-
tioning the algorithm.

Total times of mentions (1)
Number of papers mentioning algorithms

In addition, considering the differences of authors’ writing style, or detailed or abbreviat-
ed, there might be a large distinction in the descriptions of algorithms, which might have a
great impact on the total times of mentions. Therefore, in the analysis of mention location
and mention time, we used the number of papers mentioning algorithms as the main indica-
tors for statistics.

(2) Mention location of algorithms

Mention location is the type of chapter where the algorithm is mentioned in a paper. Lin et
al. studied the papers of empirical research and found that the most common structure was
introduction, methods, results, discussion and conclusion, which was named the IMRDC (Lin,
2012). Based on this and combined with the characteristics of NLP and the structure of aca-
demic papers in the domain, we divided the types of chapter into 7 species: abstract, intro-
duction, related work, method, evaluation, discussion & result, conclusion. The annotation of
mention location was completed by a master and a doctor. In order to check the consistency
of annotation, we randomly selected 50 articles which were tagged by them independently,
and then calculated the Kappa coefficient (Warrens, 2001) based on the annotation result. The
Kappa coefficient was 0.84, which indicated the sufficient reliability of one labeler annotating
all of the papers. Therefore, the master student annotated all of the remaining papers. On
this basis, we counted the number of papers mentioning algorithms in the seven chapters.

(3) Mention time of algorithms

Mention time means the time at which the paper containing algorithms published. Both A-
CL and CCL assign a unique ID embodying the publishing year to each paper, for example,
CCL2003-71 and ACL2014-1055 are separately published in 2003 and 2014. For each algo-
rithm, we counted the number of papers mentioning the algorithm each year.

Average times of mention=

4 Results

4.1 Comparison on mention frequency of algorithms

We separately compare the proportion and ranking of the numbers of papers mentioning
algorithms and the average times of mentions for each algorithm (Proportion means the ra-
tio of the number of papers mentioning algorithms to the total number of papers) . The re-
sults are shown in Figures 3 & 4 and Tables 3 & 4.

As shown in Figure 3 and Table 3, in ACL and CCL, the number of papers mentioning
“SVM" is the highest, which is even more than 50% in CCL.The result indicates that in NLP
domain, whether it is a specific Chinese conference or an international conference, the most
frequently mentioned algorithms is SVM, reflecting the scholar's preference for it and its im-
portance for NLP task. Since SVM has a solid theoretical foundation and is one of the most
stable and accurate algorithms among all-known algorithms (Wu et al., 2008) . In contrast,
the proportions of Apriori and CART are both low, which reveals that in NLP domain, Apriori
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or CART is neither widely used. EM has the largest disparity in the number of papers men-
tioning algorithm between ACL and CCL, ranking second in the ACL, but only 2.9% of papers
in CCL mentioning the algorithm. The same large gap also appeared in the influence of KNN.
This might be caused by the different research emphasis of the two conferences, since CCL
pays more attention on Chinese natural language processing.

Figure 4 and Table 4 show the comparison about the average times of mention in ACL and
CCL. Seven algorithms in CCL get higher average mention than that in ACL, which reveals
that the explanation and description of the algorithm may be more detailed in CCL papers.
We speculate that Chinese scholars may pay more attention to the introduction and inter-
pretation of the algorithms. The algorithms with large gaps in the two conferences is Ad-
aboost. Adaboost ranks first in the average times of mentions in CCL, which is the highest a-
mong all algorithms. However, it only ranks eighth in ACL. At the same time, Adaboost get
the lower number of papers mentioning algorithms. In summary, we speculate that scholars
might prefer to describe a less commonly used algorithm more in detail.

Figure 3 The proportion of papers mentioning algorithms in the two conferences

Figure 4 The average times of mention in the two conferences
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Table 3 The number and proportion of papers mentioning algorithm in the two conferences

Info. ACL CCL
Rank Name The number of papers /proportion Name The number of papers /proportion

1 SVM 717 / 43.69% SVM 247 / 51.2%

2 EM 384 / 23.40% Naive bayes 78/ 16.18%

3 Naive bayes 182/ 11.09% KNN 51/10.58%

4 K-means 103 /6.28% PageRank 38/7.88%

5 PageRank 83 /5.06% K-means 28 /5.81%

6 KNN 61/3.72% EM 14/ 2.90%

7 C4.5 57 1 3.47% C4.5 10/ 2.07%

8 Adaboost 31/1.89% Adaboost 10/ 2.07%

9 Apiriori 13/0.79% Apiriori 4/0.83%

10 CART 10/0.61% CART 2/0.41%
Table 4 The average times and ranking of mention in the two conferences

Info. ACL CCL
Rank Name Average times Name Average times

1 PageRank 4.289 Adaboost 6.500
2 EM 4.099 PageRank 6.105
3 SVM 3.888 SVM 5.842
4 Naive Bayes 3.027 EM 4.143
5 KNN 2.967 k-means 3.821
6 k-means 2.854 KNN 3.549
7 CART 2.700 Naive Bayes 2.763
8 Adaboost 2.355 C4.5 1.400
9 C4.5 2.035 Apiriori 1.250
10 Apiriori 1.231 CART 1.000

The results above show that in a specific domain, even the general algorithm, the mention
frequency is not same, and on the contrary it will show a big difference in some aspects. We
think the difference may be mainly caused by the overall research topic, writing style or so
on. These findings may give a reference to scholars who are studying writing style or more.

4.2 Comparison on mention location of algorithms

Figure 5 The proportion of mention location in two conferences
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As displayed in Figure 5, proportion means the ratio of the number of papers mentioning
algorithms in each type of chapter to the total number of papers. Considering there exists
bilingual abstracts in CCL papers, we only examine the Chinese abstract for CCL papers. In
the two conferences, the top 10 data-mining algorithms are mentioned most in method of
CCL and evaluation of ACL, both reaching over 20%. Next is introduction, then related work;
in abstract and conclusion, the mentions are much less, and the least is discu&result. Com-
paring the two conferences, we find that the mentions of algorithms in method and evalua-
tion of ACL are higher than that of CCL. At the same time, the mentions of algorithms in in-
troduction and related work of the CCL paper are higher than that of ACL. In this regard, we
infer that the paper accepted by ACL pay more attention to the innovation and break-
through of algorithm, and the paper accepted by CCL more concerned about the use of al-
gorithms by predecessors.

Table 5 shows the similar ranking of the top10 data-mining algorithms in the two confer-
ences. As method and evaluation are both related to approaches used by scholars, we repute
that algorithms mentioned in these two sections could be regarded as actually-used ones in
a paper. Therefore, we take method and evaluation as the objects, and further investigate the
added proportions of each algorithm in these two sections. It can be seen from the previous
results that the mention frequency of Apriori and CART are too low in both ACL and CCL. In
order to avoid contingency, we eliminate these two algorithms and study on the other eight.

Table 5 The ranking of mention location in two conferences

Rank 1 2 3 4 5 6 7

ACL | evaluation method introduction | related work | conclusion | abstract discussion & result

CCL | method | evaluation | introduction ' related work | abstract | conclusion | Discussion & result

Table 6 The added proportion of each algorithm in method and evaluation (%)

Algorithm | SVM Naive Bayes KNN | PageRank | k-means EM Adaboost C4.5

ACL 64.95 67.98 73.81 61.70 74.82 56.39 67.50 84.00

CCL 44.21 43.55 53.25 52.31 68.89 54.55 45.45 75.00

Table 6 indicates the added proportion of eight algorithms in method and evaluation. It
can be seen that the added proportion of each algorithm in the two sections is commonly
high, and every added proportion in ACL is more than 50%, among which the highest is C4.
5, accounting for 84%, and in CCL C4.5 is also the highest. The added proportion of each
algorithm in CCL exceeds 40%. In summary, the mentions of algorithms are mostly in the
method and evaluation, further illustrating that in the domain of NLP, the top10 data-mining
algorithms are primarily used as concrete experimental approaches.

4.3 Comparison on mention time of algorithms

(1) The proportion of papers mentioning algorithms

The proportion of papers mentioning algorithms each year is displayed in Figure 6.
Between ACL and CCL papers, the number of papers mentioning algorithms both shows a
rising with fluctuations. In ACL, the mention of the topl0 algorithms began in 1993, but in
CCL it appeared in 2001, indicating that compared with international conference, related
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research in Chinese conference has started later. However, it can be seen from the overall
trend that the fluctuations of the number of papers mentioning algorithms in the two
conferences is similar, both existing a large increasing in 2005-2006 and 2012-2013, and an
apparent decreasing in 2012 and 2016. Although the mention of topl0 algorithms in CCL
appears later, the overall trend is similar to that of ACL. Ii is obvious the gap between
Chinese research and frontier international research is getting smaller and smaller, and the
speed of following in Chinese research is getting faster.

In addition, we also explore the evolution of each algorithm mentioned in the two
conferences. Similarly, we study on eight algorithms expect Apriori and CART cause the
mention of them are too low in both ACL and CCL. Figure 7 shows the proportion of papers
mentioning algorithms respectively in ACL and CCL from 1993 to 2016.

Compared with ACL, the mention of each algorithm in CCL did not appear until 2000. The
overall changing of SVM and Naive Bayes is similar, both showing a gradual increase with
small twists and turns. As the most frequently mentioned algorithm in the two conferences,
SVM has solid theoretical foundation (Wu et al., 2008) so that large number of scholars use
it to solve research problem, especially the classification task; Naive Bayes algorithm is also
widely used in text classification and spam filtering, etc., with simple principle and good
effect (Wu et al,, 2008) . Both of the two algorithms are very popular among scholars
especially as a baseline in an experiment. There are no special changes of the other six
algorithms from 7(c) to 7(h) , the trend of CCL is more volatile than that in ACL, and the
zero mention is also more. This reflects the wider application of the six algorithms in ACL. In
addition, we also discover that during 2015-2016, most of the mentions in ACL and CCL
shows a downward trend. We speculate that this may be due to the emergence of better
performance algorithms, such as neural networks, which are not in the scope of this study.
Scholars have tended to use these algorithms to deal with problems.

Figure 6 The proportion of papers mentioning algorithms each year

(@) SVM (b) Naive Bayes
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(c) KNN (d) PageRank

(e) K-Means (f) EM

(g) C45 (h) Adaboost
Figure 7 The proportion of papers mentioning algorithms each year

(2) The first appearance of algorithms

From the results of the mention time of the top10 algorithms, we notice there existed a
lag in Chinese conference in the early stage. On this basis, we further explore the time when
each algorithm first appeared in the two conference from 1993 to 2016. Defining t as the
time difference for the first occurrence of each algorithm in ACL and CCL, we calculate it
according to formula (2) .

t=trca - traa (2)

Where trcq and teaq respectively means the first time when an algorithm mentioned in CCL
and ACL. We also eliminate CART and Apirior to avoid contingency.

As Figure 8 shown, in addition to PageRank, the other seven algorithms mentioned in ACL
are all earlier than that in CCL, and there are five algorithms having a time difference more
than 5 (including 5) years, which reflects that from 1993 to 2016, the mention in Chinese



30 DATA SCIENCE AND INFORMETRICS

Figure 8 The time difference of the first occurrence of each algorithm (year)

conference is falling behind. Therefore, we use the content-analysis method to investigate
the articles that containing the first occurrence of the eight algorithms in the ACL and CCL.
The results are shown in Table 7.

In CCL, all the algorithms first appeared after 2000, and the SVM and KNN were first
mentioned in the introduction section of the same article, which indicates the two
algorithms were mentioned as research background, not the method. PageRank and
Adaboost were also in introduction. Naive Bayes , K-means , EM , and C4.5 are in method or
evaluation , actually used to deal with the problem. The results of the ACL are quite different.
Firstly, six of the eight algorithms were mentioned before 2000, only two mentioned in
introduction and related work as background descriptions , and the rest were actually used
as experimental approaches. To some extent, the result indicates that the mention of
algorithm in ACL is earlier and research emphasized on the practice of algorithms more than
that in CCL. Additionally , the problems solved by scholars using algorithms are different,
which may be related to the respective characteristics of each algorithm and the differences
in the language of dataset.

5 Conclusion and future work

Studying the mention of the algorithm in the full-text paper enables us to comprehend the
overall application of the algorithm in a specific domain. This paper takes the NLP domain as
an example, selects the top 10 data-mining algorithms as objects, and investigates the
mention of algorithms in full-text papers of two different conference. The results show that
in the two conference, the mention of the algorithms is different on frequency and time but
similar on location. In terms of frequency, SVM has the highest number of papers
mentioning algorithms and CART is the lowest both in ACL and CCL, but EM differs greatly
between the two conferences; in terms of location, the distribution of each algorithm in the
two conferences is similar, both mentioned most in method and evaluation; in terms of time,
the first mention of each algorithm in CCL appears later than ACL, but as time progresses,
the overall evolution trend has tended to be similar. In conclusion, this study can provide a
reference for the related research about mention and citation of knowledge entities, enrich
the field of full-text analysis.

Compared with the previous studies, we conduct analysis based on the full text of academ-
ic papers, not only considering the frequency, but also investigating the locations for each
mention and the changes of time. The results are more comprehensive. But there are still
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many limitations. First of all, this study only considers the top 10 classical data-mining algo-
rithms. In fact, there are many other commonly used algorithms in the NLP domain so in the
future, we will expand the kinds of algorithms, and transform the way to extract algorithm
sentence, such as combining the methods of named entity recognition. What's more, there
are specific algorithms in different disciplines and are all playing an important role, in the fu-
ture work we will study and evaluate these special algorithms in corresponding professional
fields. Secondly, this study only considers the frequency, location, and time of mention and
mainly uses frequency in the whole analysis, not pays concentrate to the semantic level of
mentions such as the motivations, the tasks that the algorithms are used to solve, etc. Next,
we will add the semantic information to examine the mention of algorithms more deeply.
Besides, this study uses a dictionary-based matching method to identify the algorithm men-
tioned in the paper, but does not premeditate the issue of anaphora, that is, the author did
not use the name of algorithm every time in description, but used pronouns referring to the
algorithm. We will improve on this in next step. Then, this study takes the papers of ACL
and CCL as the objects to analyze and compare the mention of algorithms. However, the
number of conference papers is small, especially in CCL. In the future, we will consider ex-
panding the dataset and supplementing more papers in NLP to investigate the mention of
algorithms more comprehensively. Finally, in the future, we will also combine the citation of
algorithms to investigate the citation frequency, the citation location, the citation motivation
and the citation evolution over time.
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