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ABSTRACT

[Purpose/Significance] The article investigated the automatic identification of the motivation of
Facebook mention to scholarly outputs based on Light GBM algorithm, in order to achieve more
in-depth usage of Facebook mention on a large scale. [Methodology/Procedure] Based on three
types of contextual data, including mentioned scholarly outputs, Facebook users who post
scholarly outputs, and text of Facebook posts to scholarly outputs, promising relevant features
were extracted, and machine learning algorithms were used to automatically identify the
motivations. [Results/Conclusions] (1) Features significantly correlated to the motivation of
Facebook mention are identified in all three types of contextual data. In particular, relevant
features are the altmetric attention score, the number of collaborative countries, the number of
followers, the number of likes, the identities of Facebook users who post scholarly outputs and
the number of comments on Facebook posts; (2) The prediction precision of the Light GBM
classification model for motivation of Facebook mention was 0.31. In comparison, the
classification precision without the text features of Facebook posts was 0.35, which was higher
than the overall feature combination. The classification precision with only the post text features
was 0.27. After combining the length and language of posts, the precision was improved to 0.30;
(3) The classification precision of Facebook motivation has a positive correlation with users'
activity. After combining all features, the classification precision of the first quartile users in
terms of productivity reached 1, the classification precision of the second quartile was 0.36, and
for the third quartile, the classification precision was 0.32. In conclusion, considering the high
complexity of automatic classification of motivation of Facebook mentions, the study has
achieved relatively high classification precision and could provide reference for future studies.
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1 Introduction
Due to the diversity of altmetrics data producers, data sources, scholarly dissemination,
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and the way of discussion, the motivation of social media mentions has been more diversi-
fied than that of citations (Yu & Li, 2021). The motivation is a major bridge for connecting
data with value, so it is particularly urgent to clarify the motivation of altmetrics data. A sub-
stantial array of research has investigated the users' motivation in professional academic on-
line communities till now. In Puschmann and Mahrt's (2012) content analysis study about
339 scholarly discussions, participants from the academia explained that they used social
media platforms for online scholarly communication, documentation, promotion, discussion
with peers, and education. Kjellberg (2010) divided the purpose of users engaged in aca-
demic activities into three categories: information sharing, academic creation, and interac-
tion. Shema et al. (2015) found that the vast majority (90%) of blog users mentioned schol-
arly output for academic discussion. They might comment on the experimental results, prac-
tically apply specific research, or provide practical advice. Some social platforms, such as
Twitter and Weibo, have attracted the extensive attention of researchers, but there is little
research on Facebook altmetrics. Yu et al. (2017) coded the potential motivation and senti-
ment distribution of Weibo users, and the results showed that the vast majority (85%) of
Weibo posts to scholarly papers were neutral, and more than 90% were for discussion (51%)
and dissemination (41%). Na (2015) classified the motivation of Twitter users mentioning
psychological outputs and found that more than half (53%) of users were aimed at summa-
rizing research findings, whereas 31% only wanted to retweet the bibliographic information
without sentiment or motivation tendency. Na and Years (2017) also conducted a quantita-
tive and Non-numerical analysis to explore the motivation of Facebook users mentioning
scholarly outputs in psychology. The results revealed that Facebook users' motivations in-
cluded discussion and evaluation (20%), practical application (17%), self-promotion (6%), and
data source exchange (6%).

The automatic classification of social media mentions to scholarly outputs is critical for the
development and application of altmetrics. The automatic classification of citation indicators
was relatively mature. Sula and Miller (2014) used the naive Bayes classifier to classify the
sentiment of citations. Based on the ensemble learning classifier, Zhang et al. (2019) adopted
SVM (linear kernel and radial kernel), decision tree, logistic regression base classification,
took different sentences' segmentation granularities into account, filtered the best-cited
fragments, and finally realized automatic classification of citations. Ciancarini et al. (2013) in-
troduced the CiTalO tool, which could automatically identify and classify citation content
from the formatted documents. Recently, with the development of altmetrics and natural
language processing technology, some scholars started to explore the automatic classifica-
tion of altmetrics data. Based on the topic modeling method, Na and Years (2017) extracted
the bibliographic data and Facebook posts of scholarly outputs, and clustered its topics in
psychology. However, there was little research on the automatic classification of the motiva-
tion of Facebook mention.

In the previous research on the motivation of Facebook mention (Yu et al., 2021), we divid-
ed the motivations into five categories based on bottom-up manual coding: Sharing & Dis-
semination, Discussion & Evaluation, Promotion & Marketing, Extension & Connecting, and
Generalizing & Summarizing. Based on the machine learning algorithms, this article aims to
use Light GBM to automatically classify the motivation of Facebook mention. Due to the
small size of the available corpus, it is impossible to construct a training set based on large
sample data, and obtain features via feature engineering to build a more scientific classifica-
tion model. Therefore, this article was an exploratory research. Previous studies have ad-
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dressed the motivation of social media mentions to scholarly articles, but are based mainly
on content analysis. From these results, we know that motivations for social media mentions
are various. However, in order to make use of the findings in a large scale, content analysis is
no longer adequate. Our study, to our best knowledge, is the first attempt to automatically i-
dentify the motivation by considering different features of the social media mention data.

2 Methodology

2.1 Research Design

In our previous study (Yu et al, 2021), 1879 data records were manually coded using a
bottom-up way, which enabled us to identify and label the motivation of Facebook mention.
The classification of the motivation of Facebook mentions is based on three types of relevant
contextual data: Facebook users who post scholarly outputs, Facebook posts to scholarly
outputs, and bibliographic data of mentioned scholarly outputs. In this article, relevant fea-
tures were extracted from three types of contextual data. The basic rationale is that we try
our best to include as much useful information as possible. Drawing lessons from the pro-
cess of manually judging the motivation in the content analysis, we summarized the relevant
information into three categories for each Facebook mention of a scholarly article. They are
data about the scholarly article (what is mentioned), data about the Facebook post (how it is
mentioned), and data about the author of the Facebook post (it is mentioned by whom).

The process of data analysis is shown in Figure 1. Firstly, the relevant features from the
three types of contextual data are listed in Table 1. Secondly, correlation analysis was carried
out to find the significant correlation features which have a stronger influence on motivation.
The feature set was constructed, and the classified results were obtained by the simulation
training of the classifier. Due to the specialty, the text of Facebook posts to scholarly outputs
was separately regarded as the test corpus, and the classification results were connected
with the above in a matrix to get the final classification results. Finally, the classification re-
sults in the test set and the manual coding results were compared. The details are displayed
in section 2.3.
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Table 1 Features of Facebook mention contextual data

No. Feature items Description

Relevant items of scholarly outputs

1 Title length The length of the title of the paper

2 Number of co—authors The number of co—authors of the paper

3 | Number of co—authored institutions | The number of co—authored institutions of the paper
4 | Number of co—authored countries The number of co—authored countries of the paper
5 | Subject The subject of the paper

6 | Number of disciplines The number of disciplines of the paper

7 | Number of keywords The number of keywords of the paper

8 | Open access status Whether the paper is open access

9 | Number of pages The number of pages of the paper

10 | Number of downloads Number of downloads at the retrieval time

11 | Citations Citations of the paper at the retrieval time

12 | Number of references Number of references of the paper

13 | Altmetric Attention Score Altmetric Attention Score of the paper in Altmetric

Relevant data of Facebook users who post scholarly outputs

14 | Type of account The type of the users” account is individual/organization
15 | User’s identity User identity types, according to the previous study

16 | Number of likes of users Total number of likes received by the user

17 | Number of followers of users The number of followers of the user

Relevant data of Facebook posts to scholarly outputs

The full content of the post (including the text in the link preview,
the preliminary results of the crawler)

18 | Post content

19 | Post text The content of the string in the post
The text language of the post (if there are more than two lan-

19 | Language of post text guages, choose the language with more characters as the main
language)

20 | Number of likes on the post the number of likes on the post

21 | Number of posts reposted the number of reposts on the post

22 | Number of comments the number of comments on the post

23 | Length of post Length of post text

Type of motivation that is labeled in previous study for each

24 | Type of motivation .
Facebook mention

2.2 Data Collection

The coded data in the motivation research of Facebook mention in this article was
collected in Altmetric.com from September 2017 to August 2020, including 29 items, such as
titles, output types, altmetric attention scores, DOI, outlets or authors, the types of Facebook
users' accounts and identities, and the mentioning motivations. Article is the dominant type
of scholarly outputs in the dataset. It has rich bibliographic information and a mature
database for access. Therefore, articles (i.e., scholarly papers) are the major research object
of this study. Eventually, relevant data from 1605 articles were gathered for analysis.
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Bibliographic data of these articles were collected on May 17, 2021, and data of Facebook
posts were collected on May 22, 2021.

2.3 Data Processing

After obtaining the raw text of Facebook posts and bibliographic data of articles, in the
following procedures, features of three described categories are extracted.

(1) Feature extraction of articles

1. The publications of the labeled data were filtered and extracted to obtain 1605 articles.

2. All articles above were respectively matched with DOI in the Web of Science core
collection database, and the full records were exported. However, if the DOI was missing or
could not be matched, the article title was retrieved and exported, and the computing code
was used to initially extract the article features listed above.

3. A total of 1274 articles were retrieved, while 331 of them were not matched successfully
due to missing DOI, long publication history, being conference papers, or online publishing.
To solve this problem, Dimensions, Google Scholar, and other databases were used to
manually match the features of them. The specific features are shown in Table 1.

(2) Feature extraction of users

1. Python was used to obtain the original mention URL in 1605 publications. Based on the
outlet or author, removing duplications was implemented to get the mentioned URL of the
deduplicated users' list.

2. The ID in the mentioned URL was extracted by using the Excel column function.
Specifically, the users' homepage URL was constructed by adding the URL prefix and the
details page suffix to directly access the users' homepage and profile details.

3. For the sake of simulating the manual browsing and waiting for the page to load
completely, the selenium was used to control the scrolling of the page slider. And the
number of likes and the number of followers of the users was obtained by finding the DIV
block of the specific web page format.

4. The loop was set up so that each file contained 15 records of data, to avoid the failure
of data collection due to accidental terminal during data crawling. In this way, user's feature
data could be obtained.

5. The users' names, types of accounts and identities were matched according to the
encoded data in the users' identities research.

(3) Feature extraction of posts

1. The Facebook posts to scholarly outputs' URL was directly obtained from the records
obtained from Altmetric database, and the above visiting operation was repeated.

2. The page swiping and the manual browsing were simulated by the selenium module,
and waited for the page to fully load.

3. The web page was parsed by invoking the beautifulsoup library of bs4 to obtain the first
post mentioning scholarly outputs, the text of posts, the number of likes, comments, sharing
text, and reposting.

4. The loop was set, and every 20 records of data were set as a file.

5. The text of posts, the content in the link preview, and the length were extracted or
calculated. To identify and correct manually the posts' language, the languid was utilized
efficiently to obtain language features.

(4) Correlation analysis

1. The Excel data table, which contained the characteristics of different documents, users,
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and posts, was imported into SPSS 25.0.

2. The variable format was checked and revised. In other words, the mistaken scale
variables of the Non-numerical features, such as the language and disciplines, were
converted into nominal variables.

3. Spearman correlation of all scale variables was eventually calculated, the details can be
found in Chapter 3.

(5) Non-numerical data processing

The features of Non-numerical data, such as language, the types of the user's identities,
and disciplines, were coded. However, the features were extraordinarily sparse due to the
multivariate data. Therefore, the strings were directly replaced with scale variables in this
article, then the data pivoting table and VLOOKUP function were used to process and
calculate the Spearman correlation of different motivations.

(6) Post text classification

1. The three features, including language, the text, and the length of posts, were loaded.
Based on the samples in the users' identities and motivation researches, they were marked as
samples 1-5.

2. The language and length of posts in training sets and test sets were fused.

3. Light GBM model was used to classify the text of posts, the number of leaf nodes was
set as 50, the learning rate was 0.01, and the number of residual trees was 50.

4. The matrix format of results was exported to convenient subsequent connections.

2.4 Description of Light GBM

Light GBM was an algorithm framework improved by Microsoft Research Asia in 2017
based on the gradient boosting decision tree (GBDT) framework, an ensemble model of
decision trees. The GBDT, a popular and widely used machine learning algorithm, trained,
iterated, and accumulated multiple weak classifiers by fitting negative gradients to improve
their classification performance. However, if the feature dimension was high and the samples
were large, the operating efficiency and precision of the GBDT would fail to meet
expectations because the traditional boosting algorithm would be time-consuming and
inefficient in scanning the data samples of features to locate its optimal cut point.

On the basis of the GBDT algorithm, the GOSS (gradient-based one-side sampling) and the
EFB (exclusive feature bundling) technologies were incorporated into Light GBM. For the
GOSS, a large part of small gradient data samples was removed, large gradient data samples
and a small part of random small gradient data samples were retained to estimate the
information gain and the optimal segmentation point, which not only reduced the amount
of data but also did not affected the precision. On the other hand, to reduce feature
dimensions, the EFP reduced the sparsity of high dimensional features on the basis of
binding mutually exclusive features. In short, these two technologies enabled Light GBM
model to have more than 20 times faster than the traditional GBDT without reducing the
precision ( Ke et al,, 2017).

Different from the GBDT algorithm sorting with features to find the best segmentation
threshold, Light GBM built the histogram decision tree algorithm based on the feature
bucketing, that is, continuous float point features were mapped to K discrete items (bin) to
form a histogram with K rectangles. In principle, a piecewise function would be performed
for each feature in taking eigenvalues, the values of all samples on the feature would be con-
verted into discrete terms, and the continuous values would be also transformed effectively
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into discrete values, so that only the height of each rectangle in the histogram, namely the
number of bin values, would be calculated statistically. The algorithm successfully trans-
formed #data into #bins, reducing the complexity of the algorithm and improving computa-
tional efficiency.

In addition, Light GBM adopted the leaf-wise growth strategy, that is, the nodes with the
maximum gain were preferentially selected and divided. Through continuous recursion, re-
source waste caused by the growth of nodes with a small gain and the training time was re-
duced, and the work efficiency also was improved without reducing sample weight or learn-
ing precision.

Figure 2 Light GBM histogram algorithm.

The classification process using Light GBM algorithm is shown in Figure 3. The feature data
set filtered by correlation analysis and the preprocessed text data were normalized, and the
initialization gradient value was calculated to establish the trees. The histogram and the split
feature gains were calculated repeatedly within the maximum node range of leaves so that
the best split profits were obtained and the root node was established to slice the samples.
Based on the above results, the gradient value of the tree was updated until the number of
samples was greater than the maximum number of leaves, and leaves could not be divided
any further, and all the trees were built. Then the learning rate, the number of residual trees,
and other parameters were set to classify and output the above features.
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3 Classification process and research results

3.1 Basic statistics of feature items

Not every record has features listed in Table 1. For example, not all Facebook accounts had
likes, not all publications had been cited or downloaded, and not all Facebook posts were
commented, liked, or retweeted. Therefore, in the extraction of feature items, coverage
statistics were carried out for all listed features, and the results are shown in Table 2. The
coverage rate of most items was relatively high, especially the number of the interdisci-
plinary, institutions, countries and the other 6 basic indicators was 100%. In other words,
each data contained these 9 features. The coverage rate of the types of accounts and users'
identities was 93.7%, that is, more than 100 pieces of data could not judge the account and
specific identity due to users' privacy settings or incomplete information. The coverage rate
of the five feature items, such as the length, the text, and the language of posts, was 89.2%,
that is, there were 1432 effective original scientific posts in this study. Among all the fea-
tures, the lowest coverage rate was distributed in the number of references, keywords, and
other 3 features because these features were obtained from the WOS database.

Table 2 Basic statistics of different features

No. Feature items Amount Cm;oe/:)a 9| No. Feature items Amount CO\;;:-? ge
1| Type of motivation 1605 | 100.0% | 13 | ne number of institutions —4she | 400 oo,
in the paper
2 Number of users’ followers | 1288 | 80.2% | 14 g‘:;‘;?er of countries in the | 4655 100.0%
3 Number of users’ likes 1288 = 802% | 15 g::“ber of authors of @ pa-| 4505 | 100,09
4 | Users” account type 1504  93.7% | 16 ZZf title length of the pa- 4405 | 100.0%
5 | Altmetric Attention Score 1605 100.0% | 17 |Length of post 1432 89.2%
6 | Number of references 1273 79.3% 18 | User identity type 1504 93.7%
7 | Paper citations 1273 79.3% 19 | The subject of the paper 1605 100.0%
8 | Number of downloads 1273 79.3% 20 | Number of likes on a post 1430 89.1%
9 | Pages of papers 1273 | 79.3% | 21 gé‘;’sber of comments on 4435 | g9
10 | Open access status 1605 100.0% | 22 | Number of reposts 1432 89.2%
11 | Number of Keywords 1273 79.3% 23 | Language of the post 1432 89.2%
i inli O,
12 L”;g;dr':c'p“”ary number of | yene | 100.0% | 24 | Post text 1430 | 892%

3.2 Spearman correlation results

As mentioned in chapter 2.3, to improve the convergence of the features, correlation anal-
ysis was conducted on the above quantitative features and the processed Non-numerical
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features in Table 3. In the features associated with scholarly outputs, the number of collabo-
rative countries and altmetric attention score were significantly correlated with motivation. In
the features of Facebook users who post scholarly outputs, the number of followers, the
number of likes, the types of users' identities, and the number of comments exerted a great
impact on the motivation.

Table 3 Spearman correlation results between feature items and Facebook motivation

Feature items Correlation r Feature items Correlation r
o r 1.000 | Interdisciplinary number of r 047
Motivation type (tag) - - - -
Sig.(Double tail) . papers Sig.(Double tail) .058
r -.060* r .004
i - The subject of the paper - -
Number of users’| Sig.(Double tail) | .031 Sig.(Double tail) | .865
o r -.061* | The number of institutions r .036
Number of users” likes - - ) - -
Sig.(Double tail) | .030  in the paper Sig.(Double tail) | .154
, r .027 | Number of countries in r .058*
Users” account type - - - -
Sig.(Double tail) | .295 | the paper Sig.(Double tail) | .021
N r -.061"  Number of authors of a r .038
User identity type - - - -
Sig.(Double tail) | .018 | paper Sig.(Double tail) | .133
r .054* | The title length of th r 012
Altmetric Attention Score - - e fie lengh o € - -
Sig.(Double tail) .031 | paper Sig.(Double tail) .625
r .013 r -.042
Number of references - - Number of likes on a post — -
Sig.(Double tail) | .642 Sig.(Double tail) | .113
- r 051 Number of comments on r .073**
Paper citations
Sig.(Double tail) .070 | posts Sig.(Double tail) .005
r 020 Number of posts r .033
Download of papers - - - -
Sig.(Double tail) | .469 | forwarded Sig.(Double tail) | .218
r -.011 r .014
Pages of papers - - Post language - -
Sig.(Double tail) | .698 Sig.(Double tail) | .609
r -.012 r -.002
Open access or not - - Length of post - -
Sig.(Double tail) | .640 Sig.(Double tail) | .941
*At level 0.05 (two —tailed), the correlation was
r .020 A
significant.
Open access or not - -
Sig.(Double tail) | 487 _At_ _Ievel 0.01 (two —tailed), the correlation was
significant.

3.3 Classification results of Light GBM

The indicators to evaluate the classification results in this article mainly included precision,
recall, and the harmonic mean F1-score. These three indicators were calculated by formulas 1

to 3:
The amount of Facebook motivational data accurately identified by the system

Precision= 1
ecision Total amount of Facebook motivations identified by the system (1)
The amount of Facebook motivational data accurately identified by the system
Recall= —— (2)
Total amount of munually tagged Facebook motivations
F 2 * Precision * Recall (3)
180T precision + Recall
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In the research on the motivation of Facebook mention, the random sampling and
stratified sampling strategies were used to divide the source data into five samples. Sample
1 was the overall randomly selected data, including 382 original scientific posts contributed
by users. Samples 2-5 were divided in terms of the user's productivity from high to low.
Sample 2 consisted of 159 original posts contributed by the top 25% users. The sample 3-5
were divided with 25% users' productivity, including 500, 495, and 343 original posts,
respectively. To better compare the classification results of different samples, weighted_avg
was used to calculate the test results for different parameters. The weighted average took
the proportion of each sample into account, and the precision, recall, and F1-score of each
sample were finally averaged. The calculation formulas are as follows:

Weighted P :2?:1 (Support_Preci;iIon(i) / Support_all) (4)

Weighted R :zi:l (SupportiRecTzll(l) / Support_all) (5)
LS rt Fi(1)/S rt all

Weighted F; = 1 (Gupport ;\51) upport 21l (6)

(1) Classification results of all features except the text features

Text features refer to features related to text of the Facebook post. For example, the
length, the language, the sentiment, the elements (video, figure, emoji, etc.). The number of
leaf nodes was set as 50, the learning rate was set as 0.01, and the residual tree was set as
50. The precision, recall, F1-score, and the final weighted_avg of the five samples are shown
in Table 4. According to the weighted_avg, the precision was 0.35, the recall rate was 0.35,
the F1-score was 0.31, and the overall precision rate was 0.347.

The precision of sample 1 was 0.32, slightly lower than the overall. The precision of the
stratified samples was correlated with the activity, and the precision of samples 2-5
decreased successively. The precision of sample 2 was 0.5, and sample 5 was only 0.25,
indicating that the higher the user activity, the higher the classification precision. The high
productivity users are mainly composed of academic communication or research
organizations, so the motivations mostly were sharing or promotion, which could be easily
distinguished and classified. With the decrease of users' activity, the motivation became
more scattered, and it was hard to judge the discussion evaluation, extended association and
summary, thus the machine recognition and classification might face more difficulties.

Table 4 Classification results of different samples (all features except text features)

Precision Recall F1_score
Sample 1 0.32 0.24 0.27
Sample 2 0.50 0.05 0.09
Sample 3 0.37 0.65 0.47
Sample 4 0.33 0.33 0.33
Sample 5 0.25 0.10 0.15
weighted_avg 0.35 0.35 0.31

(2) Classification results of text features
The number of leaf nodes was set as 50, the learning rate was set as 0.03, and the number
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of residual trees was set as 50. The precision, recall, F1-score and the final weighted_avg of
sample 1-5 are shown in Table 5. According to the weighted_avg, the precision was 0.26, the
recall rate was 0.27, the F1 was 0.25, and the overall precision rate of only the post text
features was 0.269.

The precision of sample 1 was 0.35, higher than the overall. The precision of sample 2 was
0 because the total number was small, only 159, and most of them were pure links, which
both led to the failure to identify significant rules in the text classification model. However,
the precision of samples 3-5 still declined, and the correlation between classification
precision and users' activity obtained from the above model was still applicable to this
classification model.

Table 5 Classification results of text features

Precision Recall F1_score
Sample 1 0.35 0.15 0.21
Sample 2 0.00 0.00 0.00
Sample 3 0.31 0.37 0.33
Sample 4 0.27 0.42 0.33
Sample 5 0.16 0.16 0.16
weighted_avg 0.26 0.27 0.25

(3) The length and language features of the posts were added into the post text classifica-
tion model

When the parameters remained unchanged, the TF-IDF matrix was used to fuse the length
and language of the posts in the feature combination of the training set, and the overall pre-
cision was improved from 0.269 to 0.297. The classification results were shown in Table 6. In
accordance with the weighted_avg, the precision was 0.27, the recall rate was 0.3, and the
F1_score was 0.28. The classification precision of random sampling sample was lower than
that in Table 5, but samples 3-5 were improved compared with Table 5, illustrating that the
feature combination was superior to the classification model of only the post text features.

Table 6 Classification results of text features adding the length and language features

Precision Recall F1_score
Sample 1 0.22 0.19 0.21
Sample 2 0.00 0.00 0.00
Sample 3 0.36 0.49 0.41
Sample 4 0.27 0.31 0.29
Sample 5 0.27 0.17 0.29
weighted_avg 0.27 0.30 0.28

(4) Classification results of all features

First, the matrix format of the TF-IDF in the training set was exported to facilitate subse-
quent connection of the features. After trying to fuse all 23 features, the precision was 0.306.
According to the weighted_avg, the precision was 0.33, the recall rate was 0.31, and the
F1_score was 0.26. Although the precision was lower than the precision without text features,



H. YU ET AL. {131

in Table 7, the classification precision of sample 2 reached 1, sample 5 was 0, and no signifi-
cant rule was found for sample 5.

Table 7 Classification results of all features.

Precision Recall F1_score
Sample 1 0.21 0.17 0.18
Sample 2 1.00 0.04 0.08
Sample 3 0.36 0.69 0.47
Sample 4 0.32 0.33 0.33
Sample 5 0.00 0.00 0.00
weighted_avg 0.33 0.31 0.26

4 Discussion and Conclusion

4.1 Discussion

To determine the motivation of Facebook mentions, the most intuitive way is to analyze
the text of Facebook post. In this regard, text features are perhaps the most important fea-
tures for automatically identifying the motivation of Facebook mentions. Meanwhile, many
other features other than text features can help determine the motivations, including fea-
tures about users who post scholarly papers on Facebook and the paper that gets men-
tioned. Therefore, the first model has investigated all features other than text features, and
the second model has particularly focused on the text features. Langugage and length of the
post, which are external features, do not directly reflect the content of the Facebook post.
We have investigated whether these two features would contribute to the identification. The
third model has tests on it. In the end, we would like to combine all relevant features to see
whether it would bring the best identification results. The fourth model was used for this
purpose.

At the beginning of the experimental design, SVM, BP neural network, Adaboost+ decision
tree, and Light GBM were all tried to compare the prediction precision. After adjusting pa-
rameters, the best classification results of each model were obtained in Table 8. SVM had the
poorest prediction effect, and the precision was only 0.26. After reducing the learning rate of
BP neural network, the over-fitting problem was minimized, but the best prediction was also
only 0.33. Adaboost+ decision tree was selected as the initial weak classifier, and the ensem-
ble learning method was adopted to predict. Finally, the precision was 0.34. The prediction
precision of Light GBM was 0.35, which is the best of these models. Besides, in the experi-
ment, the features of Facebook mention had a large dimension and relatively discrete distri-
bution, while Light GBM was more suitable for processing discrete data in high dimensions.
Therefore, the model was selected for classification prediction in this study.

Table 8 Feature classification results of different models

Weighted_Precision = Weighted_Recall Weighted_F1 Precision

SVM 0.07 0.26 0.11 0.26
BP neural network 0.33 0.04 0.07 0.34
Adaboost+ decision tree - - - 0.34

Light GBM 0.35 0.35 0.31 0.35
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In the experiment, correlation analysis was tried to screen the feature items with significant
correlation so as to improve the classification precision by feature dimension reduction.
However, due to the low correlation, feature dimension reduction could not affect the final
low precision, which was 0.27, indicating the problems of data might extremely influence the
precision of automatic classification in this study. The best predicted precision of the above
experiments was less than 0.4. After verifying the inapplicability of the classification model
and the over-fitting of the model, the reason why low precision might be that the distribu-
tion of Facebook data was excessively discrete, and it was difficult to find significant rules.

Up to now, research on the automatic classification of motivations was almost blank. Tem-
porarily, the results of this study could not be compared in this vertical field. Based on the
relatively mature cited classification, Zhang et al. (2019) implemented the automatic classifi-
cation study of cited fragments, and the final classification precision was 0.15. Xu et al.
(2017) compared the effect of automatic cited fragment recognition on the strength of three
methods, in which the word bag model performed best with the precision and recall rates at
the lexical level reaching 0.27 and 0.33 respectively, while at the sentence level were only
0.08 and 0.19. In the cited fragment evaluation contest, the best classification result was only
0.15 (Jaidka et al.,, 2019). At present, the precision of automatic cited fragments recognition
was not satisfactory in that the manual annotation and recognition of the cited fragments
were arduous, and different understandings between annotators. In addition, the granularity
of sentence segmentation and semantic similarity might exert a negative impact on the re-
sults, but there were also no unified standards at present. However, the dilemma also existed
in the automatic classification of Facebook mention, which required abundant manual work
in the initial experimental preparation. For example, in Facebook users' identities and motiva-
tions recognition, the subjectivity could not be eradicated. Although the number of sen-
tences and semantic similarity was not a problem in text of posts on Facebook, the features
distribution of the contextual data was discrete, so how to balance the richness of indicators
and the convergence of data was still a challenge. Therefore, to formulate more reasonable
rules, more empirical studies should urgently focus on the automatic classification of the
motivation of Facebook mention.

We compared our results with, automatic identification of cited fragments, in fact, to our
best knowledge, there is no study on automatic identification for motivation of social media
mentions to scholarly papers. Moreover, these studies about automatic identification of cited
fragment have also involved with cited scholarly papers and complex cited context, and have
adopted similar method for automatic identification. Therefore, they are comparable as re-
gards the method and complexity.

4.2 Conclusion

To fill the current research gap in automatic classification and recognition, this article
adopted Light GBM and correlation analysis to automatically classify motivations and discov-
er the particularity of Facebook mention. After turning parameters and optimizations, the
following conclusions were drawn:

(1) There were six features in scholarly outputs, Facebook users who post scholarly out-
puts, and Facebook posts to scholarly outputs significantly related to the motivation, includ-
ing the altmetrics attention score, the number of collaborative countries, the number of fol-
lowers, the number of likes, identities of Facebook users who post scholarly outputs, and the
number of comments on Facebook posts. The six features were significantly correlated with
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the motivation of Facebook mention, that is, the fluctuation in the number and types of
these features had a great effect on Facebook motivation.

(2) After integrating all features, the prediction precision of Light GBM for Facebook moti-
vation was 0.31. The precision rate without the text features of Facebook posts was 0.35,
which was higher. The classification precision of only the post text features was 0.27. It was
improved to 0.30 after combining the length and language of the posts. The reason why the
unsatisfactory classification results were that the distribution of Facebook mention might be
extremely discrete, and it was difficult to find its own rules.

(3) The classification precision of Facebook motivation was positively associated with users'
activity. After integrating all features, the classification precision of sample 2 (i.e., the top
25% of users in productivity) was 1, sample 3 was 0.36, and sample 4 was 0.32. However, the
classification precision of sample 5 was 0, indicating that no significant rule was found. This
rule was also applicable to the classification model without the text features and the text
classification model. This also revealed that Facebook posts to scholarly outputs from highly
active users were more regular and more suitable for machine recognition and automatic
classification.

There were several limitations in this article. First of all, this study is based on a small sam-
ple and is exploratory in nature. Secondly, the improved precision might be scant by chang-
ing model algorithms, the feature combination, and the parameters. Finally, the recall rate
obtained by the feature combination might also be minor. In future research, it is urgent to
further optimize models and rules, improve the classification precision and the recall rate to
get more accurate classification results, and promote automatic identification and the
large-scale application of Facebook mentions with different motivations.
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